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Abstract. This paper presents how functionalities are distributed my means of FUSION@, a 
SOA-based multi-agent architecture. FUSION@ introduces a new perspective for constructing 
multiagent systems, facilitating the integration with service-oriented architectures, and the 
agents act as coordinators and administrators of services. FUSION@ makes use of several 
mechanisms for managing and optimizing the services distribution. The results obtained dem-
onstrate that FUSION@ can efficiently distribute functionalities in dynamic scenarios at execu-
tion time. 
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1   Introduction 

Multi-agent systems are very appropriate for resolving problems in a distributed way 
[9]. Agents have a set of characteristics, such as autonomy, reasoning, reactivity,  
social abilities, pro-activity, mobility, organization, etc. which allow them to cover 
several needs for dynamic environments, especially ubiquitous communication and 
computing and adaptable interfaces. Agent and multi-agent systems have been suc-
cessfully applied to several scenarios, such as education, culture, entertainment, 
medicine, robotics, etc. [6], [15]. Moreover, the continuous advancement in mobile 
computing makes it possible to obtain information about the context and also to react 
physically to it in more innovative ways [9]. Nevertheless, complex systems need 
higher adaptation, learning and autonomy levels than pure BDI model [3]. This can be 
achieved by modelling the agents’ characteristics [21] to provide them with mecha-
nisms that allow solving complex problems and autonomous learning [7]. However, 
excessive complex mechanisms (e.g. data mining, genetic algorithms, indexing, learn-
ing techniques, visualization, etc.) can cause malfunctioning and crashes in multi-
agent systems developed with current technologies such as agent platforms. This is 
because developers tend to integrate all functionalities inside the agents’ internal 
structure, creating agents with high computational requirements. 

The Flexible User and ServIces Oriented multi-ageNt Architecture (FUSION@) 
[18] tries to solve this problem. One of the most important characteristics in  
FUSION@ is the use of intelligent agents as the main components in employing a  
service oriented approach, focusing on distributing the majority of the systems’  
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functionalities into remote and local services and applications. The architecture pro-
poses a new and easier method of building distributed multi-agent systems, where the 
functionalities of the systems are not integrated into the structure of the agents; rather 
they are modelled as distributed services and applications which are invoked by the 
agents acting as controllers and coordinators. This approach optimizes usability and  
performance because it can be obtained lighter agents in terms of computational load. 

FUSION@ has been previously presented in related papers [18], however, this pa-
per focuses on describing how FUSION@ implements several mechanisms for opti-
mizing and managing functionalities and resources in dynamic environments. 
Through these mechanisms, FUSION@ facilitates the development of distributed 
multi-agent systems and the agents have the ability to dynamically adapt their behav-
iour at execution time. FUSION@ provides an advanced flexibility and customization 
to easily add, modify or remove applications or services on demand, independently of 
the programming language. It also formalizes the integration of applications, services, 
communications and agents. The proposed approach has been applied to a real sce-
nario to evaluate the performance in a multi-agent system for monitoring Alzheimer 
patients. 

In the next section, the specific problem description that essentially motivated this 
research is presented. Section 3 describes the main characteristics of the FUSION@ 
architecture and briefly explains the mechanisms for distributing and optimizing func-
tionalities and resources. Section 4 presents the results and conclusions obtained after 
testing the architecture in a real scenario. 

2   Problem Description and Background 

Excessive centralization of services negatively affects the systems’ functionalities, 
overcharging or limiting their capabilities. Classical functional architectures are char-
acterized by trying to find modularity and a structure oriented to the system itself. 
Modern functional architectures like Service-Oriented Architecture (SOA) consider 
integration and performance aspects that must be taken into account when functional-
ities are created outside the system. These architectures are aimed at the interoperabil-
ity between different systems, distribution of resources, and the lack of dependency of 
programming languages [5]. Services are linked by means of standard communication 
protocols that must be used by applications in order to share resources in the services 
network [1]. The compatibility and management of messages that the services gener-
ate to provide their functionalities is an important and complex element in any of 
these approaches. 

One of the most prevalent alternatives to these architectures is agents and multi-
agent systems technology which can help to distribute resources and reduce the cen-
tral unit tasks [1] [19]. A distributed agents-based architecture provides more flexible 
ways to move functions to where actions are needed, thus obtaining better responses 
at execution time, autonomy, services continuity, and superior levels of flexibility and 
scalability than centralized architectures [4]. Additionally, the programming effort  
is reduced because it is only necessary to specify global objectives so that agents  
cooperate in solving problems and reaching specific goals, thus giving the systems the 
ability to generate knowledge and experience.  
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Agent and multi-agent systems combine classical and modern functional architec-
ture aspects. Multi-agent systems are structured by taking into account the modularity 
in the system, and by reuse, integration and performance. Nevertheless, integration is 
not always achieved because of the incompatibility among the agents’ platforms (e.g. 
JADE agents with RETSINA or OAA agents). The integration and interoperability of 
agents and multi-agent systems with SOA and Web Services approaches has been re-
cently explored [1] [9]. Some developments are centred on communication between 
these models, while others are centred on the integration of distributed services, espe-
cially Web Services, into the structure of the agents [11] [14] [16]. Although these 
developments provide an adequate background for developing distributed multi-agent 
systems integrating a service oriented approach, most of them are in early stages of 
development, with little systems (if any) developed upon them so it is not possible to 
actually know their potential in real scenarios. Please refer to [18] for a detailed com-
parison of these approaches. 

3   FUSION@, A SOA-Based Multi-agent Architecture 

FUSION@ [18] is a modular multi-agent architecture, where services and applica-
tions are managed and controlled by deliberative BDI (Belief, Desire, Intention) 
agents, [3], [13], which mainly follows the principles of the THOMAS architecture 
[12]. Deliberative BDI agents are able to cooperate, propose solutions on very dy-
namic environments, and face real problems, even when they have a limited descrip-
tion of the problem and few resources available [2], [8]. There are different kinds of 
agents in FUSION@, each one with specific roles, capabilities and characteristics. 
This fact facilitates the flexibility of the architecture in incorporating new agents.  
FUSION@ defines four basic blocks which provide all the functionalities of the  
architecture. 

- Applications. Represent all the programs that can be used to exploit the system 
functionalities. They can be executed locally or remotely, even on mobile devices 
with limited processing capabilities, because computing tasks are largely delegated 
to the agents and services. 

- Agents Platform. This is the core of FUSION@, integrating a set of agents, each 
one with special characteristics and behaviour. An important feature in this archi-
tecture is that the agents act as controllers and administrators for all applications 
and services, managing the adequate functioning of the system, from services,  
applications, communication and performance to reasoning and decision-making.  

- Services. They are the bulk of the functionalities of the system at the processing, 
delivery and information acquisition levels. Services are designed to be invoked  
locally or remotely. Services can be organized as local services, web services, or 
even as individual stand alone services.  

- Communication Protocol. This allows applications and services to communicate di-
rectly with the agents’ platform. The protocol is completely open and independent 
of any programming language. This protocol is based on SOAP specification to 
capture all messages between the platform and the services and applications [5]. 
All external communications follow the same protocol, while the communication 
among agents in the platform follows the FIPA Agent Communication Language 
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(ACL) specification. Applications can make use of agents platforms to communi-
cate directly (using FIPA ACL specification) with the agents in FUSION@, so 
while the communication protocol is not needed in all instances, it is absolutely  
required for all services. 

There are pre-defined agents that provide the basic functionalities of FUSION@. 
CommApp Agent is the agent is responsible for all communications between applica-
tions and the platform. It manages the incoming requests from the applications to be 
processed by services. It also manages responses from services (via the platform) to 
applications. All messages are sent to Security Agent for their structure and syntax to 
be analyzed. CommServ Agent is responsible for all communications between services 
and the platform. The functionalities are similar to CommApp Agent but backwards. 
Admin Agent signals to CommServ Agent which service must be invoked. All mes-
sages are sent to Security Agent for their structure and syntax to be analyzed. This 
agent also periodically checks the status of all services to know if they are idle, busy, 
or crashed. Directory Agent manages the list of services that can be used by the sys-
tem. For security reasons [17], FUSION@ does not include a service discovery 
mechanism, so applications must use only the services listed in the platform. How-
ever, services can be added, erased or modified dynamically. There is information that 
is constantly being modified: the service performance (average time to respond to re-
quests), the number of executions, and the quality of the service (QoS). This last data 
is very important, as it assigns a value between 0 and 1 to all services. All new ser-
vices have a quality of service (QoS) value set to 1. This value decreases when the 
service fails (e.g. service crashes, no service found, etc.) or has a subpar performance 
compared to similar past executions. QoS is increased each time the service effi-
ciently processes the tasks assigned. Supervisor Agent supervises the correct function-
ing of the other agents in the system. Supervisor Agent periodically verifies the status 
of all agents registered in the architecture by sending ping messages. If there is no re-
sponse, the Supervisor agent kills the agent and creates another instance of that agent. 
Security Agent analyzes the structure and syntax of all incoming and outgoing mes-
sages. If a message is not correct, the Security Agent informs the corresponding agent 
(CommApp or CommServ) that the message cannot be delivered. This agent also di-
rects the problem to the Directory Agent, which modifies the QoS of the service 
where the message was sent. Admin Agent decides which agent must be called by tak-
ing into account the QoS and users’ preferences. Users can explicitly invoke a service, 
or can let the Admin Agent decide which service is best to accomplish the requested 
task. This agent also checks if services are working properly. It requests the Comm-
Serv Agent to send ping messages to each service on a regular basis. If a service does 
not respond, CommServ informs Admin Agent, which tries to find an alternate service, 
and informs the Directory Agent to modify the respective QoS. Interface Agent was 
designed to be embedded in users’ applications. Interface agents communicate di-
rectly with the agents in FUSION@ so there is no need to employ the communication 
protocol, rather the FIPA ACL specification. The requests are sent directly to the Se-
curity Agent, which analyzes the requests and sends them to the Admin Agent. These 
agents must be simple enough to allow them to be executed on mobile devices, such 
as cell phones or PDAs. All high demand processes must be delegated to services. 
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3.1   Services Management 

FUSION@, and in particular the Admin Agent, employs a mechanism composed of a 
set of techniques that allows the architecture to select the most appropriate service to 
meet a request at any given time. The mechanism to assign the most appropriate ser-
vice to respond to this request begins when a new request is received, taking into  
account the following parameters: the QoS value; the user preferences; and the esti-
mated delivery time. The first two parameters are set in advance so it is not necessary 
to calculate by the Admin Agent. The execution time is estimated using a RBF (Radial 
Basis Function) Neural Network. The reason for using this type of network is the 
speed in the training phase, compared to a Multi Layer Perceptron (MLP). The neural 
network is made up of three layers: the input layer, an intermediate/hidden layer and 
an output layer. The number of neurons in the input layer is defined by the number of 
entries (i.e. parameters) to each service. In the case of arrays, each element counts as 
an entry to the service. The number of neurons in the middle layer is determined dy-
namically, making a cross-training and validation. The cross-validation is done 
through the method GCV (Generalized Cross-Validation) [19]. The variation in the 
number of neurons in the middle layer is made by the following algorithm. 

First are initialized the list of errors e = {} and the list of angles α = {}. Then the 
training is conducted with a neuron in the middle layer and the training value is stored 
in e1 in the values list e = e ∪ e1. Next, the number of neurons in the intermediate 
layer is initialized. If there is no prior training, it is initialized to 4n+1 where n is the 
number of neurons in the input layer. However, if there is a prior training, it is initial-
ized to 2n+1, where n is the number of neurons of the prior training. r is the number 
of neurons in the current layer. The training is conducted for r intermediate neurons 
and the error in er e = e ∪ er is stored. Subsequently, the training is done for r/2 neu-
rons and the error in er/2 e = e ∪ er/2 is stored. The lines that pass through the points 

)( 2/2/,1 rrr eer =  and )( 2/12/,1 rr eer =  are calculated and the angle 2/rα  formed 

by these lines is obtained. The angle 2/rα is introduced in the list of angles 

2/r∪= αα . If there is only one angle on the list of angles 1# =α then the value of 

r is set to r/4 and the training is restarted. If 2# =α , being iα the other existent 

value, then: If i<r/2 then r = r/2 and the training is restarted; else r = r/2+r/4 and the 
training is restarted. But selecting the two adjacent values to the left and right of 

2/rα  denoted by iα  and jα  so that: 

• If iα > jα  

i. If j=r/2+1 the value of neurons is set to r 
ii. Else, set the new value of r=r/2+(j-r/2)/2 

• Else 

i. If i=r/2-1 the value of neurons is set to r 
ii. Else, set the new value of r=r/2-(r/2-i)/2 
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Fig. 1. Progression of the number of neurons in the hidden layer 

Finally, the training is carried out and the value of neurons in the intermediate 
layer is set to r. Figure 1 shows the progress of the algorithm searching the lower an-
gle α. The number of neurons in the middle layer is shown in the X axis and the cross 
validation is shown in the Y axis. The values correspond to a simulation, but for a real 
case there is only necessary to calculate the values that are obtained in the sets listed 
next. The sets of values studied at every moment are (23, 11, 1) (11, 5, 1) (17, 8, 1) 
(14, 7, 1) (20, 10, 1) (18, 9, 1). The end result is given by (18, 9, 1) therefore, the 
number of neurons in the final layer is 9. The output layer consists of a single neuron, 
whose output value is the time prediction. 

Learning consists of an unsupervised learning phase for the middle layer and other 
supervised learning phase for the output layer. A cross-validation is carried out at the 
training phase by varying the number of neurons in the intermediate layer in case of 
no new results obtained. First, the training of the middle layer and the output layer are 
carried out. The retraining of the network is carried out when the average time is k 
times larger or smaller than the estimated time for the last n executions. These values 
are defined in advance for each system. A cross-validation is done through the GVC 
method in order to determine the completion of the training.  

The available services can be assigned once the execution time of the requests in 
the queue is estimated. The assignation tries to maximize the performance in terms of 
the time required to respond to all requests. This assignation must be efficient and dy-
namically adaptable because it must be carried out in execution time. For this reason, 
a FIFO model has been chosen for each service. Each service has a queue associated. 
There is a common queue where all requests are queued and managed by the Admin 
Agent. The allocation to the queue of each service is done taking into account the re-
quests assigned to each queue and the estimated performance given by (1). The re-
quest is assigned to the queue in order to minimize the cumulative performance and 
the estimation time. 

)1()1( iii ptQoSr −⋅⋅−=            (1) 

Where: ri is the estimated performance of the service i; QoSi is the quality of service i 
which corresponds to a value between 0.00 and 1.00; T is the estimated time of dura-
tion; and Pi are the preferences for the service i with a value between 0 and 1. Being n 
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the number of services, Ri the cumulative performance for the queue i, a new request s 
with performance estimations for the service j rij will be assigned to the queue Ri when 
satisfying the following condition. If the value of the preference is equal to 1, only the 
queues with that value for the preference are taken into account. 

{ }inni rRrR ++ ,...,min 11
           (2) 

Assuming that it is assigned to the k queue, the new cumulated performance for 
the k queue will be Rk+rik and the queuing mechanism continues for the next service. 
Figure 2 shows a representation of the queuing mechanism. There is a primary queue 
associated with all services. Each request has an estimated performance rij and is  
associated with a queue until all queues are occupied. 

In this way, it is possible to assign the requests entering into the system to each of 
the available services. This leads to a better performance and optimization of re-
sources. 

 

Fig. 2. Services assignation through the queuing mechanism 

4   Results and Conclusions 

Several tests have been done to demonstrate if the mechanisms in FUSION@ are ap-
propriate to distribute resources and optimize the performance of multi-agent systems. 
Most of these tests basically consist on the comparison of two simple configurations 
(System A and System B) with the same functionalities. These systems are specifi-
cally designed to schedule a set of tasks using a planning mechanism [6]. System A 
integrates this mechanism into a deliberative BDI agent, while System B implements 
FUSION@, modelling the planning mechanism as a service. Table 1 shows an exam-
ple of the results delivered by the planning mechanism for both systems. An agenda is 
a set of non organized tasks that must be scheduled by means of the planning mecha-
nism or the planner service. There were 30 defined agendas each with 50 tasks. Tasks 
had different priorities and orders on each agenda. Tests were carried out on 7 differ-
ent test groups, with 1, 5, 10, 15, 20, 25 and 30 simultaneous agendas to be processed 
by the planning mechanism. 50 runs for each test group were performed, all of them 
on machines with equal characteristics. Several data have been obtained from these 
tests, focusing on the average time to accomplish the plans. For System B five planner 
services with exactly the same characteristics were replicated. 
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Table 1. Example of the results delivered by the planning mechanism 

Time Activity 
19:21 Exercise 
20:17 Walk 
22:00 Dinner 

 

Fig. 3. Time needed for both systems to schedule simultaneous agendas 

Figure 3 shows the average time needed by both systems to generate the paths for a 
fixed number of simultaneous agendas. System A was unable to handle 15 simultane-
ous agendas and time increased to infinite because it was impossible to perform those 
requests. However, System B had 5 replicated services available, so the workflow was 
distributed, and allowed the system to complete the plans for 30 simultaneous agen-
das. Another important data is that although the System A performed slightly faster 
when processing a single agenda, performance was constantly reduced when new  
simultaneous agendas were added. This fact demonstrates that the overall perform-
ance of System B is better when handling distributed and simultaneous tasks (e.g. 
agendas), instead of single tasks. 

The FUSION@ architecture proposes an alternative where agents act as controllers 
and coordinators. The mechanisms implemented in FUSION@ can distribute re-
sources, exploiting the agents’ characteristics to provide a robust, flexible, modular 
and adaptable solution that covers most of the requirements of a wide diversity of pro-
jects. All functionalities, including those of the agents, are modelled as distributed 
services and applications. By means of the agents, the systems are able to modify 
their behaviour and functionalities at execution time. Developers can create their  
own functionalities with no dependency on any specific programming language or 
operating system.  

Initial results demonstrate that FUSION@ is adequate for distributing composite 
services and optimizing performance for multi-agent systems. The Admin Agent 
learns and reason, which facilitates the optimum distribution of tasks and reduces the 
processing for the rest of the agents in the system. Future work consists on applying 
this architecture into composite multi-agent systems, as well as extending the experi-
ments to obtain more decisive data from applications that consume multiple services 
with different capabilities in heterogeneous scenarios.  
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