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Abstract. The clean energy use has increased during the last years,
especially, electricity generation through wind energy. Wind generator
blades are usually made by bicomponent mixing machines. With the
aim to predict the behavior of this type of manufacturing systems, it has
been developed a model that allows to know the performance of a real
bicomponent mixing equipment. The novel approach has been obtained
by using clustering combined with regression techniques with a dataset
obtained during the system operation. Finally, the created model has
been tested with very satisfactory results.
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1 Introduction

There was an increase of the energy consumption and a raise of the enviromental
pollution during the last years. This fact involves the expansion of the renewable
energy generation [30].

In this context, wind energy solutions has increased over the world. With the
alm to improve the competitive all the involved tasks have been and still being
improved [17]. One of these improvements is the use of carbon fiber as a base
material to manufacture wind generator blades. This compound is obtained by
mixing components [28]. They are called bicomponents because these materials
have different characteristics when they are separated. However, they react when
they are mixed and their properties change significantly.



In the system studied on the present research, one of the components is
an epoxy resin, and the order one is a catalyst. Both components are Non-
Newtonian fluids, which means that their mechanical properties do not remain
constant with variation of efforts received [6]. On this study, a 1 : 1 ratio is
required in the final compound to obtain the best properties. The obtained ma-
terial with the above mentioned components has the advantages of high specific
strength and stress, then, it is suitable for the use in wind generator blades [28].

The installation studied is a mixing machine, which have two reservoirs, one
by each component, epoxy resin and catalyst. Each tank feeds one pump, and
both have to deliver the same flow rate to obtain a constant ratio in the mixing
valve.

Due to the characteristics of the fluid and the variation of the pump efficiency,
it is a trouble to obtain the needed ratio for the final material. The purpose of
this study is to create a model with the aim to predict the behavior of the
system. It is obtained by data processing of the information obtained over the
real installation when it is in normal operation. Thus, by modeling the system
it is possible to predict the flow rate, the ratio and other system variables.

It is possible to split the layout of predictive models in two methods [18]:

— Global models: The model is generated from all available data for training,
trying to get the lowest error. Different techniques can be used to generate
the model: Multi-Layer Perceptron (Articial Neural Networks, ANN) [2, 3,
1] and Support Vector Regression (SVR) [12].

— Local models: all the dataset is divided into different clusters, depending
on the characteristics of the input data. Typically, in order to make the
groups, it can be used algorithms like Self Organization Map (SOM) [4, 8]
or K-means [10,11]. After that, regression techniques are applied for each
cluster.

This paper is organized as follows. It begins with a short description of the
case study followed by an explanation of the models to describe the system
behaviour. In the next section, results are presented, and finally the conclusions
and the acknowledgments are shown.

2 Case of study

2.1 Mixing machine installation

Before system behavior modeling, it is necessary to know the parts of the in-
stallation and its operation. As was mentioned in the introduction section, the
system aim is mix two components on the same proportion. These components
are stored in separate tanks. Both reservoirs feed two pumps in order to supply
the required flow for optimum mixture.

Each electric pump is connected to a Variable Frequency Drive (VFD) which
control their speeds. The pumped fluids are mixed with a mixing valve that gives
the final bicomponent, which is used to make the wind generator blades. Due



to the blade form, the output flow will vary depending on the part of the blade
under creation. The process does not require a constant flow at the output. An
example of the flow set point required is shown on Figure 1. Taken into account
that the fluids are Non-Newtonian and the pumps efficiency are variable, the
control system is not easy to carry out.
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Fig. 1. Scheduled output flow rate

2.2 System variables

The dataset used on this research was obtained by measuring different system
parameters during the plant operation. It is possible to measure the following
variables of the system:

— Ratio set point: it represents the required mixture proportion. Its value is
1:1 always on this process.

— Real ratio: it represents real mixture proportion. It is one of the variables to

be controlled.

Flow rate set point: it is the desired flow rate at the output. It depends of

the part of the blade under manufacture (cc/min).

— Flow rate A, Flow rate B: they are the flow rate gave by pump A and B

(1/min).

Flow rate A+B: it represents the sum of last two variables. It will vary

depending of the flow rate set point value (1/min).

— Pump speed A, Pump speed B: they are the speeds of the pump A and B
(rpm) respectively.



— Pressure out pump A, Pressure out pump B: these variables represent the
pressure at the output of the pump A and B (bar).

— Pressure out flow meter A, Pressure out flow meter B: they are the pressure
measured after each flow meter (bar).

Firstly, it is necessary to classify these empirical data as inputs or outputs.
In Figure 2 it is shown the system topology with the inputs and the outputs.
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Fig. 2. Process layout

3 Model approach

As was mentioned above, global and local models have been taken into account
with the aim to obtain a good approach performance. There is only one group
for the case of global models, and there are several groups when local models are
used. Therefore, it is necessary to apply regression techniques on each group. In
both cases the modeling process is shown in Figure 3.

The Figure 4 shows in a graphical way the data classification process into N
different clusters.

3.1 Obtaining dataset

The dataset used on this research was obtained by many different tests during the
operation process. In Figure 5 it is possible to see the pump speed measured by
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Fig. 3. Modeling process
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Fig. 4. Obtaining local models

a sensor while the system is working. This is one of the variables to be modeled.

As can be seen in this figure, there are some mistakes on the data acquisition.
The dataset was conditioned by removing the wrong measures for a good

modeling. After this task, our dataset was reduced from 9511 to 8549 samples.

3.2 Techniques considered to create the model

In this section are described different techniques used in order to obtain repre-
sentative models of the system.

Self-Organization Map (SOM) Self-Organization Map [14] was created to
visualize data behaviour on a low dimensional visualization. This technique uses
unsupervised learning [16, 15]. It is based on an array of nodes which are con-
nected to N inputs by an N-dimensional weight vector. The process is imple-
mented by an iterative online algorithm but it is possible to be implemented by
a batch version.

As a result of the process, SOM is expected to capture the geometry of the
data. Thus, it is possible to visualize a 2D representation. All process allows to
obtain an idea of the number of the necessary clusters.
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Fig. 5. Pump speed B, pure data

Data clustering. K-means algorithm Clustering algorithm organizes unla-
beled feature vectors into different groups. Each group or cluster contain all data
similar with similar features [13]. It is an unsupervised method of data group-
ing depending on the similarity [20,27]. Many different clustering algorithms
have been used and new clustering algorithms continue to appear. Most of these
algorithms are based on two clustering methods: agglomerative hierarchical clus-
tering and iterative square-error partitional clustering [19]. The partitional clus-
tering algorithms divide the data into a number of clusters trying to reduce the
error function. The number of clusters is normally predefined, but it can be part
of the error function [7,23]. The main purpose is to obtain a partition which, for
a specific number of clusters, minimizes the square error.

The final grouping will depend of the number of clusters and on the initials
clusters centers. The first one is more important because its prediction is not
an easy task. K-means partitional clustering algorithm brings good results, over
all, if the clusters are closed, well-separated in hyperspace and hyperspherical
in shape. It is also able to detect hyper ellipsoidal-shaped clusters and it is
computationally effective [7].

Artificial Neural Networks (ANN). Multi-Layer perceptron (MLP)
A multilayer perceptron is a feedforward artificial neural network [26,29]. It is
one of the most used ANNs due to its simple structure and its robustness. In
spite of this fact, the ANN architecture must be selected properly in order to
obtain good results. Multi-Layer Perceptron is composed by one input layer, one
or more hidden layers and one output layer. Each layer has neurons, with an



activation function. In a typical configuration, all neurons form a layer have the
same activation function. This function could be a step, linear, log-sigmoid or
tan-sigmoid.

Support Vector Regression (SVR), Least Square Support Vector Re-
gression (LS-SVR) SVR is a modification of the Support Vector Machines
(SVM) algorithm, used for classification. The main idea of the SVR is to map
the data into a high-dimensional feature space F' by a non linear mapping and
to do linear regression in this space [5, 21].

The approximation of the solution is obtained by solving a linear equations
system, and it is similar to SVM in generalization performance terms [22,25].
The use of LS-SVM to regression is known as LS-SVR [9, 24]. Its insensitive loss
function is replaced by a squared loss function, that makes the Lagrangian by
solving a linear KarusKuhn-Tucker KKT.

3.3 Model selection

After the model training, the Test data was used to calculate the MSE (Mean
Squared Error) with the aim to select the best regression technique. The MSE of
the global model was compared with the MSE for different number of clusters,
to select the optimal configuration.

4 Results

The main objective is to select the best model that predicts the system be-
haviour.

First of all, there was a study based on SOM analysis to discover if correla-
tion exists between different inputs, reducing the number of the inputs to the
final model. The SOM analysis is used too to determine the optimal number of
clusters, but, as is showing, the results are not as clear as it was supposed at
first. Therefore, the data was divide into clusters with the K-means algorithm,
and, for each cluster, different regression techniques were used, selecting the best
techniques by MSE calculation.

4.1 SOM analysis

The neighbor distance, shown in Figure 6, defines the different zones of neurons
in SOM structure. The clusters are separated by dark lines, and light areas on
the map should correspond to a cluster. The SOM analysis is not definitely clear,
and the selection of the number of clusters utilized is a subjective decision.

With the purpose of selection the optimal clusters, the dataset was divided
in different number of clusters, from 5 to 10, and the optimal number is selected
after an MSE analysis of all procedure. All the results were compared with the
MSE for global model.
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Fig. 6. SOM neighbor distances

The SOM input planes for each input of the SOM net, Figure 7, represent
the reaction of the net to a specific input. In the figure, the Inputs 3 and 5, the
"Press. out Pump A’ and the 'Press. out Flow Meter A’, have similar reactions.
The same case occurs for Inputs 4 and 6, the same variables for the B side of the
system, it is meant that these inputs are correlated each other. The Input 1, the
'Ratio Set Point’, has always the same value, 1 : 1 for the bicomponent used in
this research. In case of changing this bicomponent, the new 'Ratio Set Point’
could be different, but always the same another time. The 'Input 2 - Flow Rate
Set Point’, is unique and different for the others inputs.

With the last explanation, at final, only three inputs are considered to create
the model of the system; these inputs are:

— Input 2 - Flow Rate Set Point.
— Input 3 - Pressure out Pump A.
— Input 4 - Pressure out Pump B.

4.2 Regression analysis

As it was explained, the optimal number of clusters was decided after the cal-
culation of the average of the MSE for all the outputs. For each cluster, the two
regression techniques (ANN and SVR) were trained. The configuration of the
SVR is an automatized task, but the ANN configuration should be selected prop-
erly. In this research, the number of neurons in the hidden layer of the network
was varied from 3 to 20. The activation function in these neurons was always
tan-sigmoid, and the ouput layer neurons had a linear activation function.
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The best results for the ANN regression, with 5 neurons in the hidden layer,
are shown in Table 1. In this table, the results for all the clusters configuration
are presented. It is possible to see that the optimal clusters’ number is 6, based
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output, the model performance could be better, but the complexity would be
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increased more than the improvement achieved.
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Real Flow Flow | Flow | Pump | Pump ||Average

ratio |rate A+B|rate A | rate B |speed A|speed B
Global model|[0.52260| 0.42362 [0.10503|0.10373|0.73050|0.84887/0.45572
5 clusters |[0.51698| 0.37985 |0.09366|0.09258|0.59531|0.74568|0.40401
6 clusters (|0.42997| 0.38097 [0.09393|0.09282|0.56373(0.71347([0.37915
7 clusters |(0.47842| 0.31058 [0.07597|0.07511|0.61409|0.79754(/0.39195
8 clusters |[0.43980| 0.45649 |0.11283]0.11088|0.96655|1.26514(/0.55891
9 clusters |[1.27257| 0.46047 |0.11423]0.11258|0.59370(0.77710({0.55511
10 clusters [|0.42680| 0.38379 |0.09449(0.09315]0.78581 [0.96995 || 0.45900

The results for the SVR regression are shown in Table 2. In this case, the
optimal separation of dataset is 9. However, with the SVR occurs the same as
before, if the number of clusters was different for each output, the MSE could

be better.

Table 1. MSE obtained using ANN

5 Conclusions

This research provides an accurate method of modeling a bicomponent mixing

system, used in wind generator blades manufacturing.




Real Flow Flow | Flow Pump Pump Average
ratio |rate A+B|rate A | rate B | speed A | speed B
5 clusters |[0.15511] 0.30999 [0.07228|0.07466| 0.36859 | 0.41285 0.23225
6 clusters ||0.15494| 0.23023 [0.06358|0.05983| 0.42614 | 0.63239 || 0.26118
7 clusters ||0.16321| 0.29375 [0.07305|0.07254| 0.38717 | 0.47223 || 0.24366
8 clusters ||0.19468| 7.34780 [1.85414|1.82709|255.51247|451.48554((119.70362
9 clusters ||0.16087| 0.23890 [0.06001|0.06163| 0.32868 | 0.41169 || 0.21030
10 clusters||0.15778| 0.22213 |0.05443|0.06473| 0.31153 | 1.14401 || 0.32577
Table 2. MSE obtained using SVR

The achieved model predicts the behaviour of the real system when the inputs
are known. This model has been obtained from an empirical dataset. This model
approach is based on a hybrid intelligent system by combining different regression
techniques on local models.

After several tests, the analysis of the results shows that the best model
configuration has 9 clusters. The regression technique employed on each one was
SVR. The best average MSE obtained with this configuration was 0.2103.

This kind of analysis could be applied to many different systems with the
aim to improve several goals like: efficiency, performance, features of the obtained
material, and so on.

Remark that the final hybrid model achieves good results although the system
has an important nonlinear nature.
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