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Abstract. In recent years, machine learning and data mining fields have found 
a successful application area in the field of DNA microarray technology. Gene 
expression profiles are composed of thousands of genes at the same time, repre-
senting complex relationships between them. One of the well-known con-
straints specifically related to microarray data is the large number of genes in 
comparison with the small number of available experiments or cases. In this 
context, the ability of identifying an accurate gene selection strategy is crucial 
to reduce the generalization error (false positives) of state-of-the-art classifica-
tion algorithms. This paper presents a reduction algorithm based on the notion 
of fuzzy gene expression, where similar (co-expressed) genes belonging to dif-
ferent patients are selected in order to construct a supervised prototype-based 
retrieval model. This technique is employed to implement the retrieval step in 
our new gene-CBR system. The proposed method is illustrated with the analy-
sis of microarray data belonging to bone marrow cases from 43 adult patients 
with cancer plus a group of three cases corresponding to healthy persons. 

1   Introduction and Motivation 

Practically all cells in the human body have the same genes, but these genes can be 
expressed differently at different times and under different conditions. Studying these 
various states helps scientists understand more about how the cells function and about 
what happens when the genes in a cell do not work properly. In the past, scientists 
have only been able to conduct such genetic analyses on a few genes at once. How-
ever, in recent years the DNA microarray technology has become a fundamental tool 



in genomic research, making the investigation of global gene expression of all aspects 
of human disease possible [1-4]. Nowadays, it is possible to monitor simultaneously 
the expression levels of thousands of genes during important biological processes and 
across collections of related samples. 

Microarray technology is based on a database of over 40,000 fragments of genes 
called expressed sequence tags (ESTs), which are used to measure target abundance 
using the scanned intensities of fluorescence from tagged molecules hybridised to 
ESTs [5, 6]. Since the number of examined genes in an experiment it is in term of 
thousands, different data mining techniques have been intensively used to analyse and 
discover knowledge from gene expression data [7, 8]. However, having so many 
fields relative to so few samples creates a high likelihood of finding false positives. 
This problem is increased if we consider the potential errors that can be present in 
microarray data, namely symmetric and random errors [9]. Symmetric (controllable) 
errors produce approximately similar variations at microarray experiments and it can 
be handled through normalization techniques [10]. Random (uncontrollable) errors 
cause different degrees of variations in microarray experiments by chance [11]. Con-
sidering a bidimensional matrix containing data from different microarray experi-
ments (from different patients, different times in the same individual, or different 
tissue types within an individual), we have to deal with the previous commented 
intra-experimental and inter-experimental variations. Other issues related with the 
pre-processing stage within the microarray life cycle are well illustrated in the work 
of [12]. 

For several years we have been working in the identification of techniques to auto-
mate the reasoning cycle of case based reasoning (CBR) systems [13,14]. In this 
paper, we propose a fuzzy codification for the gene expression levels of each sample 
based on the discretization of real gene expression data into a small number of fuzzy 
membership functions. The proposed method is able to generalize samples as a 
whole, diminishing the effect of both inter and intra experimental variations. The 
developed method can be used for different measure platforms (RT-PCR, Affymetrix 
GeneChip, Rosetta oligoarrays, etc.) and serves as a pre-processing step before gene 
selection and clustering methods, as we will see later. 

We are interested in the development of a robust case-based reasoning system that 
may be employed in the study of cancer treatment. The goal of the decision support 
tool is to facilitate the construction of therapies, including the level of aggressiveness 
of treatment, to more closely match the underlying disease, hopefully reducing side 
effects in low risk cases and increasing cure rates in high-risk cases. 

Input space reduction is often the key phase in the building of an accurate classifier 
[15]. Based on the fuzzy discretization method presented in this paper, we propose 
the use of a fuzzy prototype-based retrieval system able to differentiate several kinds 
of cancer for microarray data. In this case, the goal is the identification of an expres-
sion profile that can be used to classify the cancer in our CBR system. 

The paper is organized as follows: Section 2 introduces the use of CBR systems 
and reviews different gene selection approaches, as well as classification techniques 
for microarray data analysis. Section 3 explains in detail the proposed fuzzy proto-
type-based retrieval method. Section 4 discusses the experimental results obtained 



with the new gene-CBR system built with the proposed method. Finally, Section 5 
gives out the concluding remarks and future work. 

2   Related Work 

Case-based reasoning is a computational reasoning paradigm that involves the storage 
and retrieval of past experiences to solve new problems. It is an approach that is par-
ticularly relevant in scientific domains, where there is a wealth of data but often a 
lack of theories or general principles. 

The domain of molecular biology can be characterized by substantial amounts of 
complex data, many unknowns, a lack of complete theories and rapid evolution, 
where reasoning is often based on experience rather than general knowledge. Experts 
remember positive experiences for the possible reuse of solutions while negative 
experiences are used to avoid potentially unsuccessful outcomes. Similar to other 
scientific domains, problem solving in molecular biology can benefit from systematic 
knowledge management using techniques from AI. Case-based reasoning is particu-
larly applicable to this problem domain because it (i) supports rich and evolvable 
representation of experiences/problems, solutions and feedback; (ii) provides efficient 
and flexible ways to retrieve these experiences; and (iii) applies analogical reasoning 
to solve new problems [16]. 

Several methods derived from machine learning have been applied to reduce di-
mensions in the field of microarray data. These works include the application of ge-
netic algorithms [17], wrapper approaches [18], support vector machines [19], etc. 
Other approaches focus their attention on redundancy reduction and feature extraction 
[20, 21], as well as the identification of similar gene classes making prototypes-genes 
[22]. One way or another, the selected method has to pursue two main goals: (i) re-
duce the cost and complexity of the classifier and (ii) improve the accuracy of the 
model. 

Classical reduction dimension methods applied to microarray data [23] tend to 
identify differentially expressed genes from a set of microarray experiments. A dif-
ferentially expressed gene is a gene which has the same expression level for all ex-
amples of the same class, but different for those examples belonging to different 
classes. The relevance value of a gene depends on its capacity of being differentially 
expressed. However, a non-differentially expressed gene will be considered irrelevant 
and will be removed from the classification process even though it might well contain 
information that would improve the classification accuracy. 

The task addressed here is slightly different from that of feature selection for gene 
expression based classifiers [24, 25]. Our proposed method aims to find all genes that 
are significantly expressed between the existing classes in order to obtain a fuzzy 
representation of the expression levels belonging to those genes that best explain each 
class in the form of a fuzzy-prototype. The final goal is the application of the pro-
posed method as a retrieval step for our gene-CBR system. 



3   Fuzzy Prototype-based Retrieval Method for CBR systems 

The proposed method employs a fuzzy codification for the gene expression levels of 
each case, based on the discretization of real gene expression data into a small num-
ber of fuzzy membership functions. The whole algorithm comprises of two main 
steps. First, we discretize the gene expression levels into binary variables according 
to a supervised learning process. Then, a fuzzy pattern is generated from the data, 
which is representative for each specific pathology. To carry out the integration of the 
proposed method within the CBR life cycle, a measured distance has to be defined in 
order to determine the distance of a gene expression profile (or new case) to a specific 
gene expression pattern. 

3.1   Fuzzy Discretization of Gene Expression Levels 

Given a set of n features or attributes (in this work, gene expression levels),  F = {F1, 
F2, ..., Fn}, the discretization process is based on determining the membership func-
tion of each feature to three linguistic labels (LOW, MEDIUM, and HIGH). Then, each 
real value Fj is replaced by its three values of membership to these fuzzy labels (µjL, 
µjM and µjH, respectively), and so, a new set of 3n features, F’ = {µ1L, µ1M, µ1H, ..., 
µnL, µnM, µnH} is constructed from the original set of features F.  

The membership functions to linguistic labels are defined in a similar way to the 
form that has been used by [26, 27]. These authors used a polynomial function that 
approximates a Gaussian membership function, where its centre and amplitude de-
pend on the mean and on the variability of the available data respectively. The origi-
nal membership functions are considered symmetric, but, in this work we have con-
sidered asymmetric functions for the linguistic labels in the extremes (labels LOW and 
HIGH). To support this choice, it is assumed that values below the centre of member-
ship function for label LOW are low values for the feature Fj at a fuzzy degree of 1. 
The same consideration is made to the label HIGH. 

Concretely, the membership function for the label LOW is defined by: 
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where cjL is the mean of the values of feature Fj below the mean of all values of the 
feature Fj, (namely, given cjM = E[Fj], the centre cjL is is the mean of the values of 
feature Fj that are comprised between min(Fj) and cjM) and the λjL parameter is the 



distance between cjM and cjL,  λjL = cjM – cjL. As it is defined, this function is asymmet-
ric, as is shown in Figure 1.  

For the label HIGH the definition of its membership function is made in a similar 
way, 
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but in this case, the centre cjH is the mean of the values of Fj that are comprised be-
tween the mean value of all values, cjM, and the maximum value, max{Fj}, whereas 
the amplitude parameter, λjH, is given by the difference cjH – cjM. This function ex-
tends the right side of the domain of Feature Fj, and it is shown in Figure 1. It is also 
an asymmetric membership function. 

Last, the membership function to the label MEDIUM is a symmetric function de-
fined as: 
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where the centre parameter, cjM, is the mean of all values of feature Fj, cjM = E[Fj], 
and the amplitude parameter λjM is given by the half of the distance between the cen-
tres of the extreme functions, namely, λjM = ½ (cjH – cjL). The form of this function is 
also shown in Figure 1. 

Once defined the three membership functions for each feature Fj, a threshold value 
Θ can be established (for example, 0.5) to discretize the original data in a binary way, 
according to any linguistic label from the defined labels LOW, MEDIUM and HIGH. 
The discriminatory criterion for any label is simply defined by:  
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As is shown in Figure 1, for concrete values of threshold Θ, specific zones of the 
feature domain for which none of the labels will be activated can exist (see the 
neighbour region of the intersection of membership functions of label MEDIUM and 
HIGH in Figure 1). This fact must be interpreted as the specific value of the feature is 
not enough to assign it a significant linguistic label at the significance degree of mem-
bership fixed by threshold Θ. On the other hand, one value can activate simultane-
ously two linguistic labels, since at the significance level given by Θ, any assignment 
of the measure to a linguistic label is significant (see, the neighbour region of the 
intersection of label MEDIUM and HIGH in Figure 1). 
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Fig. 1. Membership functions for the linguistic labels: LOW, MEDIUM and HIGH 

This section has presented a method used to discretize numeric features into binary 
variables according to the definition of three linguistic labels, and therefore the 
method is defined in a fuzzy sets manner. Summarizing, given a data set D with m 
observations {x1, ..., xm} about n numeric features F = {F1, ..., Fn}, namely, xi ∈ Rn, 
the fuzzy discretization process, defined above, transforms the original data set into 
another set with the same number of observations but a different number of features. 
The new data set D’ has m observations which are now referred to as a set of 3n bi-
nary features, namely, x’i ∈ {0, 1}3n. The real value of feature Fj for the observation 
xi, denoted by xij, is replaced by the three binary values given by expression (4) for 
each linguistic label, that is to say, by the tuple 〈F’jL(xij), F’jM(xij), F’jH(xij)〉.  

3.2   Generating Fuzzy Patterns from Data 

This section explains how to generate a fuzzy pattern from data, which is representa-
tive for a specific decision class. The process is carried out according to a supervised 
learning process from the available data as described below. 
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• First, it is discretized with regard to the linguistic labels LOW, MEDIUM and 
HIGH associated to each feature, Fj. Namely, the discrete values 
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is active, the respective label is assigned: L (LOW), M (MEDIUM), and H 
(HIGH). As mentioned in Section 3.1, a unique real value can activate simul-
taneously two linguistic labels, so it may occur that two binary values are ac-
tivated – the possible cases are LM (LOW and MEDIUM) and MH (MEDIUM 
and HIGH). Finally, it is also possible that one value does not fire any lin-
guistic label, and then, the label * is assigned. The assignment criteria is 
given completely by expression (5). 
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• Secondly, the fuzzy pattern (corresponding to the class Ci) is constructed 
from the discretized and summarized data, selecting those labels of features 
which are different to the label “*” and have an appearance relative fre-
quency in set Di equal to or greater than a predefined ratio Π (0 < Π ≤ 1, for 
example, Π = 2/3). Formally, for each feature Fj, the appearance frequency 
of any label E ∈ E = {L, LM, M, MH, H, *} in the set Di, πij(E), can be 
computed according to the expression given by 
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Once, the frequency of each label is computed for every feature, a 3-tuple of 
the form 〈feature, label, frequency〉 is included in the fuzzy pattern of class 
Ci, only if its frequency exceeds the predefined ratio Π. Namely, the fuzzy 
pattern Pi is given by:  
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The predefined ratio Π controls the degree of exigency for selecting a feature 
as a member of the pattern, since the higher the value of Π, the fewer num-
ber of features which make up the pattern. 

The method presented in this section aims to construct a fuzzy pattern which is 
representative of a collection of observations belonging to the same decision class, 
namely, the gene expression pattern of a specific kind of cancer. The pattern’s quality 



of fuzziness is given by the fact that the labels, which make it up, come from the 
linguistic labels defined during the discretization stage. On the other hand, if a spe-
cific label of one feature is very common in all the examples (belonging to the same 
class), this feature is selected to be included in the pattern and, therefore, a frequency-
based criteria is used for selecting a feature as part of the pattern. 

3.3   Measuring the Distance of a New Case to a Gene Expression Pattern 

This section describes how to measure the distance of a gene expression profile to a 
specific gene expression pattern. This feature is very important to perform different 
tasks such as clustering, supervised classification, the recovery of similar cases in a 
CBR system, and so on. 

The defined metric is based on the comparison of the similarity of any two of the 
linguistic labels defined in Section 3.1. It is assumed that the similarity of two linguis-
tic labels is determined by the degree of overlapping between labels and its definition 
is argued below. 

From the traditional theory of sets it is known that the similarity between two sets 
A and B (and assuming that set A acts as a reference set), can be evaluated by: 
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Likewise, a similarity metric can be defined between fuzzy sets. In this case, it has 
been considered that the fuzzy intersection of two fuzzy sets A and B (represented by 
its membership functions, µA and µB, respectively) is given by the application of the 
min operator to the two membership functions, namely, µA ∩ B = min {µA, µB,}. On 
the other hand, the cardinality operator can be replaced by the integral operator, and 
then the similarity between two fuzzy sets can be evaluated by:  
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The metric sim(A, B) varies between the values 0 (total dissimilarity) and 1 (total 
similarity). A graphical interpretation of this similarity measure is given in Figure 2. 

In this example, it is shown that the similarity of label B with regard to label A 
grows as the intersection area increases, and vice-versa. At this point, the analytical 
calculation of the integrals that appear in expression (9) must be made. After some 
calculus, facilitated by the fact that the defined membership-functions are polynomial, 
a closed form for these integrals has been determined. These calculations are out of 
the scope of this work, and they do not contribute to the explanation of our proposal. 



 
Fig. 2. Relation between the area below the membership function and the similitude of linguis-
tic labels 

Now, given a set of data D = {x1, ..., xm}, where xi ∈ Rn, is a vector of n real val-
ues, each one referred to a feature in the set of features provided by a patient’s gene 
expression profile, F = {F1, F2, ..., Fn}. A representative pattern of the data set D can 
be extracted according to the process described in the previous section, which is an 
expression of the form: 
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where jn is the number of variables which the pattern has. Given a new observation x 
∈ Rn, we are interested in evaluating the distance between the observation x and the 
pattern given by P. After discretizing and summarizing the novel observation x fol-
lowing the process described in Section 3.1, the original vector x = 〈F1(x), ..., Fn(x)〉 
will be replaced by its discrete version, x” =  〈F”1(x), ..., F”n(x)〉, where F”j(x) is 
defined by (6).   

Then, assuming that the metric given by sim(A, B) is available, the distance be-
tween the novel observation x and the pattern P, denoted by d(P, x), is defined as:  
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This definition assumes that the similarity of an observation x to a pattern P de-
pends on the sum of the similarity of their individual labels – evaluated by the term 
sim(Ej, F”j(x)) – and weighted by term π j – the relative frequency of the pattern’s 
label for the jth feature, Ej, in the original data set D. Then, the distance is defined as 
inversely proportional to this similarity and normalized by the number of terms of the 
pattern – to allow us to compare the same observation with patterns of different 
length –  and adjusted in such a way, that the range of the defined distance is between 
0 (perfect match) to ∞ (complete dissimilarity).  

Finally, it may be interesting to have threshold ∆ associated to each pattern, so that 
the distance between an observation (or other pattern) and a reference pattern exceeds 
this threshold, it must be concluded that the observation is out of the influence area of 



the reference pattern. To compute this threshold, we must consider the mean of the 
distances of every observation xi ∈ D = {x1, ..., xm} (which were used to construct P) 
to the pattern P, and the threshold is defined as the upper bound of the confidence 
interval of this mean with a significance level of 5%. Then, the threshold for the pat-
tern P, ∆P,  is defined as:       
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and so, it depends on the mean distance of all observations (used to construct it) to 
the pattern P, the variability of these distances and the number of available observa-
tions. 

 
Fig. 3. Graphical interpretation of the threshold ∆ 

Figure 3 shows a graphical interpretation of the threshold ∆ and how a novel ob-
servation (the red point) can be classified within the nearest pattern (in the example, it 
will be assigned to the second pattern). 

4   Case Study: Acute Myeloid Leukemia 

The study described in this paper was carried out in the context of the FSfRT archi-
tecture. FSfRT is a structured hybrid system that can employ several soft computing 
techniques in order to accomplish the 4-steps of the classical CBR life cycle [28]. 

The FSfRT architecture is an extension of a previous successful system [29] able 
to make predictions of red tides (discolourations caused by dense concentrations of 
microscopic sea plants, known as phytoplankton). The FSfRT architecture allows us 
the combination of several soft computing techniques in order to test their suitability 
working together to solve complex problems. The core and the interfaces of FSfRT 
have been coded in Java language and new capabilities are being developed. The 
general idea is to have different programmed techniques that are able to work sepa-
rately and independently in co-operation with the rest. The main goal is to obtain a 
general structure that could change dynamically depending on the type of problem. 
Figure 4 shows a schematic view of the system. 

The core of the system, which is composed of a Knowledge Acquisition Module 
(KAM), is shown on the left of Figure 4. The KAM is able to store all the information 



needed by the different techniques employed in the construction of the final gene-
CBR system. In the retrieval and reuse stages, several soft computing techniques can 
be used [30, 31], while in the revise stage, our system employs a set of TSK fuzzy 
systems [32] in order to perform the validation of the initial solution proposed by the 
system. 

 
Fig. 4. FSfRT system architecture 

The gene-CBR system is being developed, and as a first step, the fuzzy prototype-
based retrieval method previously exposed has been evaluated. The main goal is to 
reduce the original data set of features while maintaining the classification accuracy 
of the system classifying the cancer. 

Recent studies in human cancer have demonstrated that microarrays can be used to 
develop a new taxonomy of cancer, including major insights into the genesis, pro-
gression, prognosis and response to therapy based on gene expression profiles [33]. 
Often, cancers that appear histologically similar can have dramatically different re-
sponses to standard therapies and different courses of development. Since these dif-
ferences in behaviour are likely to be reflected in the differences in the set of genes 
expressed, one promising use for microarrays is to more finely differentiate cancers 
using gene expression levels to bolster standard histology. 

In our experiments, we work with a database of bone marrow cases from 43 adult 
patients with AML, a particular kind of cancer, plus a group of three samples belong-
ing to healthy persons for test purposes (see Table 1 for a concrete description). The 
group of ill patients can be divided into four different groups, each of them character-
ized for having a different type of cancer with a different treatment and outcome. 
Each case (microarray experiment) stores 22,283 ESTs corresponding to the expres-
sion level of thousands of genes. The data consisted of 1,025,018 scanned intensities. 

Table 1. Classification of patients taking into account the type of cancer 

 healthy APL AML-inv() AML-mono AML-other 
Number of patients 3 10 4 7 22 



In the group of patients suffering AML-other, it was detected by the experts that 
new types of cancer would be able to rise. In our experiments, we randomly select 31 
cases for training the method and 12 cases for test purposes (38% of the whole data, 
including at least one example from each group). 

In order to generate a fuzzy pattern for each pathology (as described in Section 
3.3) without taking into account the healthy people, the first step carried out was to 
discretize the expression profiles of all the genes regarding the linguistic labels LOW, 
MEDIUM and HIGH. To do this, several experiments were carried out to select and 
adequate value for the theta (Θ) threshold (Section 3.1). The next step was to define 
the minimum appearance frequency, phi (Π), needed to consider a gene for represent-
ing a pathology in its corresponding fuzzy pattern (Section 3.2). 

Table 2 shows a summary of different values for the theta and phi ratios and the 
percentage of misclassifications over the test cases.  

Table 2. Percentage of misclassifications using the Fuzzy Prototype-based Retrieval Method 

 Π = 0.66 Π = 0.75 Π = 0.80 Π = 0.83 Π = 0.86 
Θ = 0.75 41.67% 33.33% 33.33% 25.00% 25.00% 
Θ = 0.85 41.67% 25.00% 25.00% 8.33% 25.00% 
Θ = 0.95 41.67% 16.67% 16.67% 8.33% 16.67% 
Θ = 0.975 33.33% 16.67% 16.67% 8.33% 8.33% 
Θ = 0.9875 33.33% 16.67% 16.67% 8.33% 16.67% 
Θ = 0.99 25.00% 16.67% 16.67% 8.33% 25.00% 
Θ = 0.999 16.67% 8.33% 8.33% 0.00% 25.00% 

 
Figure 5 also shows a representation of the classification error versus phi and theta 

values.  

 
Fig. 5. Classification error varies accordingly phi and theta parameters 

From Table 2 and Figure 5 it can be seen that for Θ = 0.999 and Π = 0.83, the pro-
posed method was able to correct classify the whole test bed. Moreover, the proposed 
method employs on average only 2% of the whole data for this task (see Table 3). 

As we mention above, the main goal of our method was to reduce the original set 
of features while maintaining the classification accuracy of the system classifying the 



cancer. In this context, Table 3 shows the gene reduction percentage using the se-
lected phi and theta values. For example, to identify the patients with APL leukemia 
we only need to analyse 681 variables (genes) out of the 22,283 that compose the 
whole case (patient descriptor). 

Table 3. Reduction percentage obtained over the whole data using optimal values for theta and 
phi parameters 

 APL AML-inv() AML-mono AML-other 
   Sub_1 Sub_2 Sub_3 

Original set 22,283 22,283 22,283 22,283 22,283 22,283 
Selected set 681 591 292 176 235 817 
% reduction 96.9% 97.4% 98.7% 99.2% 98.8% 96.3% 

 
As Table 3 shows, the fuzzy prototype-based retrieval method was able to identify 

the three subtypes of AML-other as experts previously sensed. In this sense, the out-
come generated overcomes those obtained by specific classification techniques such 
as PAM (Prediction Analysis of Microarrays) [34]. 

The main advantages of the proposed technique are that new subgroups of cancer 
are correctly identified and that fewer genes are needed in order to classify each case. 

These results are very promising considering the reduction percentage of genes 
done by the proposed technique, especially if this work is compared with the previous 
one presented in [33]. However, this work that has been developed in the past eight 
months requires further experimental validation and follow up study. Many current 
efforts are being directed towards this area of research. 

5   Conclusions and Future Work 

An advantage of CBR systems as a problem-solving paradigm is that it is applicable 
to a wide range of problems. It can be used to propose new solutions or evaluate 
solutions to avoid potential problems. In the work of [35] it is suggested that analogi-
cal reasoning is particularly applicable to the biological domain, partly because bio-
logical systems are often homologous (rooted in evolution). Also, due to the fact that 
biologists often use a form of reasoning similar to CBR, where experiments are de-
signed and performed based on the similarity between features of a new system and 
those of known systems. 

In this work, we have presented a fuzzy codification for the gene expression levels 
of microarray data, based on the discretization of real gene expression data into a 
small number of fuzzy membership functions. Our proposed method aims to find all 
genes that are significantly expressed between the existing classes in order to obtain a 
fuzzy representation of the expression levels belonging to those genes that best ex-
plain each class in the form of a fuzzy-prototype. Then the proposed method is able to 
generalize over all of the samples diminishing drastically the number of genes needed 
to perform correct classifications. The fuzzy representation technique can be used to 
implement the retrieval stage of gene-CBR system under construction. Empirical 



studies show that this reduction technique allows to obtain a more general knowledge 
about the problem and to gain a deeper insight into the importance of each gene re-
lated to each pathology. 

The remaining work is geared towards the study of new techniques that can be 
used for implementing the reuse, revision and retain phases of the gene-CBR life 
cycle. It is always important to completely define how a case could be represented 
and how we can maintain clinical and biological characteristics as well as temporary 
evolution of all the patients stored in the case base. 
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