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Distributed SMC-PHD Fusion for Partial,

Arithmetic Average Consensus
Tiancheng Li

Abstract—We propose an average consensus approach for
distributed SMC-PHD (sequential Monte Carlo-probability hy-
pothesis density) fusion, in which local filters extract Gaussian
mixtures (GMs) from their respective particle posteriors, share
them (iteratively) with their neighbors and finally use the
disseminated GM to update the particle weight. The resulting
particle distribution is the arithmetic average of the disseminated
GM-posteriors. There are two distinguishable features of our ap-
proach compared to exiting approaches. First, a computationally
efficient particles-to-GM (P2GM) conversion scheme is developed
based on the unique structure of the SMC-PHD updater in
which the particle weight can be exactly decomposed with
regard to the measurements and misdetection. Only significant
components of higher weight are utilized for parameterization
and so the disseminated information is only a part of that of local
posteriors. The consensus, conditioned on partial information
dissemination over the network, is called “partial consensus”.
Second, importance sampling (IS) is employed to re-weight the
local particles for integrating the received GM information,
without changing the states of the particles. By this, the local
prior PHD and likelihood calculation can be carried out in
parallel to the dissemination & fusion procedure.

To assess the effectiveness of the proposed P2GM parame-
terization approach and IS approach, two relevant yet new dis-
tributed SMC-PHD fusion protocols are introduced for compari-
son. One uses the same P2GM conversion and GM dissemination
schemes as our approach but local particles are regenerated from
the disseminated GMs at each filtering iteration - in place of
the IS approach. This performs similar to our IS approach (as
expected) but prevents any parallelization as addressed above.
The other is disseminating the particles between neighbors -
in place of the P2GM conversion. This avoids parameterization
but is communicatively costly. This protocol, essentially seeking
complete (posterior) consensus, however, does not perform better
than the GM-dissemination based partial consensus. Different to
these arithmetic average consensus approaches, the state-of-the-
art exponential mixture density approach that seeks geometric
average consensus is also realized for comparison.

Index Terms—Distributed tracking, average consensus, PHD
filter, particle filter, Gaussian mixture, partial consensus, arith-
metic average, geometric average.

I. INTRODUCTION

D ISTRIBUTED target tracking (DTT) based on wireless

sensor networks (WSNs) has received considerable re-

search interest in the last decade. It basically involves a number

of spatially distributed, low-powered, interconnected sensors

that are equipped with a signal processing unit, allowing them

to carry out sensing, calculation and communication with

the neighbors without a fusion center [1], [2]. These sensors
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cooperatively track the targets based on their local measure-

ment and the information disseminated from the others, which

facilitates better estimation accuracy and overcomes many

deficiencies that an isolated sensor suffers from such as false

and missing measurement and limited fields of view. Typically,

it is expected that local nodes reach a single “consensus” [3],

[4] conditioned on the common information they share after

sufficient peer-to-peer (P2P) communication.

To deal with the nonlinearity and non-normal non-Gaussian

uncertainty that are involved in the statistical models regarding

the targets, the scenario and/or the sensors, the sequential

Monte Carlo (SMC) approach provides one of the most vital

tools for realizing sequential Bayesian inference (SBI), which

is also known as the particle filter (PF); see some recent

advances [5]. Realizing the PF on the WSN leads to a quite

universal distributed tracking framework, which has invited

many specific implementation protocols; see literature reviews

offered in [6]–[8] primarily regarding a single target.

For multitarget tracking (MTT) in the presence of false

and missing data, measurement-to-target association is typ-

ically needed which entails either computationally intensive

calculation or ad-hoc strategy (such as gating) design [9],

[10]. To overcome this difficulty, random finite set (RFS) has

emerged as a powerful and versatile tool. In particular, instead

of propagating the full multitarget density which has been

considered computationally intractable, the PHD (probability

hypothesis density) filter propagates the first order statistical

moment of the multitarget RFS [11] and avoids measurement-

to-target association. Consequently, many RFS-models based

PFs have been developed [12], which have become a new

driving force for the flourishing of both the PF algorithm and

the RFS filtering family.

Nonetheless, exact implementation of the multisensor PHD

filter involves summing over all partitions of the measurements

from different sensors which is intractable in computation (if

not impossible) and typically, one has to resort to simplifying

approximation [13], [14]. Alternatively, immense interest has

been seen recently for extending the theory of “average

consensus” to DTT, in which the item being estimated may

be the arithmetic average [2] (AA, akin to the linear opinion

pool [3], [4]) or the geometric average [15] (GA, akin to

the logarithmic opinion pool [16]) of the initial values. AA

and GA differ in measuring the distance for calculating the

“average”. In the former, it is the Euclidean distance while in

the latter it is the Kullback-Leibler divergence [17], [18].

Notably, the GA fusion coincides with the covariance inter-

section approach [17], [19]–[21], a type of Chernoff fusion,

which was originally developed for addressing unknown infor-
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mation correlation among sensors and for avoiding information

double-counting. This approach has been widely applied for

distributed PHD fusion, based on either the Gaussian mixture

(GM) implementation [22]–[25] or the PF [26], [27]. Literally,

the GA is also referred to as the Kullback-Leibler aver-

age (KLA) [22], [28], exponential/geometric mixture density

(EMD/GMD) [17], [27] or generalized covariance intersection

(GCI) [29]–[31]).

However, the GA rarely admits closed-form solution for a

mixture distribution such as GM, not to say an arbitrary parti-

cle distribution. The only existing GA-based SMC-PHD fusion

resorts to clustering and converting the particle distribution to

continuous distribution approximations [27], which dissemi-

nates both particles and the continuous functions, suffering

from very intensive communication. Moreover, the GA fusion

suffers from several deficiencies such as:

1) Delay in detecting new appearing targets [23];

2) Failure to handle closely distributed targets and/or low

SNR background [32];

3) Prone to mis-detection [24], [33] or incorrect data [34].

For GM-PHD average consensus, we have demonstrated

that the apparently simple AA offers a promising alternative

to the GA, yielding higher filtering accuracy, better reliability

in cluttered environment with mis-detection, and lower com-

munication and fusion-computation (C&F) cost [35]. Clearly,

the AA is universal and unlimited to the GM filter. As we will

show in this paper, it also applies to the RFS-PFs, for which

the C&F challenges are:

• Information dissemination: it is practically preventable to

disseminate the particle set, but instead, efficient parame-

terization such as particle-to-Gaussian/GM conversion to

compromise between approximation accuracy and com-

munication cost is on great demand.

• Information fusion: the immediate challenge to the para-

metric posterior dissemination is how to efficiently in-

tegrate/incorporate the parametric information into the

particle distribution for improving upon its fitness to the

global optimum, which is deemed to be an “average” of

the interested initial posteriors.

• Real time networking: In the most favorable situation,

the C&F should be carried out in parallel with local filter

calculations to avoid any time delay to the filter, which is

referred to as real time networking. However, in almost

all existing DTT systems, the filtering calculation (at

one stage or another) depends on the shared information

gained by the C&F which is exactly how the filters benefit

from networking. As a result, local filtering calculation

and neighbor-wise communication are performed interac-

tively in time. This may not be allowed in reality.

These challenges motivate our work. On the one hand, for

posterior parameterization, we investigate the unique structure

of the PHD filter whose posterior can be decomposed with

regard to measurements and misdetection. In consistent with

the notion of “partial consensus” [35], only significant com-

ponents (in the format of few parameters) are disseminated

among sensors while the insignificant components are not

involved in C&F. The idea of sharing only a part of the

information over the network has appeared earlier in the

centralized network with a fusion center [36], [37] and in the

diffusion network [38], [39], in which the benefit is primarily

limited to saving communication/memory cost. However, we

demonstrate (besides [35]) that, the partial consensus does not

only save communication/memory but also, more importantly,

improve the estimation accuracy.

On the other hand, we propose an efficient, fully distributed,

means to update weights of local particles (without changing

their states) according to the disseminated GMs based on

importance sampling (IS), leading to an exact weighted AA

of the disseminated GM-posteriors.

The resulting framework enjoys two novel features:

• Local filtering calculation is allowed to be carried out

partially in parallel to the C&F, for reducing the network

dissemination delay.

• The framework can cooperate seamlessly with the dis-

tributed GM-PHD filter [35] for a hybrid sensor network

consisting of both GM-PHD and SMC-PHD filters, with-

out any special algorithm design for either.

The remainder of this paper is organized as follows. Primary

notations and assumptions are listed next immediately. The ba-

sics of the SMC-PHD filter and the particle weight decompo-

sition are given in Section II. The proposed distributed SMC-

PHD fusion approach is detailed in Section III. Simulations

are given in Section IV. We conclude in Section V.

A. Notation and Assumption

The sensor network is represented by a directed graph G =
(V , E) with the set of sensors V = {1, 2, · · · , N} and the

set of edges E ⊆ V × V . In the directed graph, any edge is

denoted by an ordered pair of sensors (a, b) ∈ E , which means

node b is directly reachable from node a, where a is called

the in-neighbor of b while b is the out-neighbor of a. For any

b ∈ V , denote Nb := {a ∈ V|(a, b) ∈ E , a 6= b}, which is the

set of all the in-neighbors of node b excluding node b itself.

Undirected graph is a special type of directed graph where for

any (a, b) ∈ E , we must have (b, a) ∈ E .

The collections of target states and measurements at time k
can be represented as finite sets Xk = {xk,1, · · · ,xk,Nk

} and

Zk = {zk,1, · · · , zk,Mk
}, where Nk and Mk are the number

of targets and of measurements, respectively. The cardinality

(number of elements) of a finite set I is denoted by |I|.
Therefore, we have Nk = |Xk| and Mk = |Zk|. A Gaussian

probability density function (PDF) of a random variable x with

mean m and covariance P is denoted by G(x;m,P) and the

Kronecker delta function is denoted as δy(x).
At each time k, a random Poisson number of targets

appear according to the new-born intensity function γk(x).
We do not particularly consider target spawn. Each target is

assumed to evolve and generate measurements independently

of others. More specifically, a target with state xk−1 may either

disappear with probability 1−pS,k(xk−1), or continue to exist

at time k with survival probability pS,k(xk−1) and move to a

new state with a transition probability density

fk|k−1(xk|xk−1).
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A target with state xk ∈ Xk is either miss-detected with

probability 1−pD,k(xk) or detected with probability pD,k(xk)
and generates an measurement zk ∈ Zk with likelihood

gk(zk|xk).

One target can generate no more than one measurement at

each scan. In addition, the number of clutter points at time

k is subject to a random Poisson distribution κk(z) and is

independent of the real measurement of targets.

II. DECOMPOSITION OF PARTICLE PHD

A. RFS and PHD

A RFS variable X is a random variable that takes values as

unordered finite sets and is uniquely specified by its cardinality

distribution ρ(n) , Pr[|X | = n] and a family of symmetric

joint distributions pn(x1,x2, · · · ,xn) that characterize the

distribution of its elements over the state space, conditioned

on the set cardinality n. The PDF f(X) of a RFS variable X
is given as f({x1,x2, · · · ,xn}) = n!ρ(n)pn(x1,x2, · · · ,xn).

The PHD DS(x) of a multitarget RFS variable X with the

PDF f(X) in a measurable region S⊆R
d is given as:

DS(x) =

∫

S

δX(x)f(X)δX , (1)

where δX(x) ,
∑

y∈X δy(x) and the

RFS integral reads:
∫

S f(X)δX , f(∅) +
∑∞

n=1

∫

Sn

f({x1,x2,··· ,xn})
n! dx1dx2 · · · dxn.

B. PHD Filtering Recursion

Denote by Dk|k−1(x) and Dk|k(x) the PHD of the prior

and posterior point processes Xk|Z1:k−1 and Xk|Z1:k, re-

spectively. Omitting the conditioning on the measurements for

convenience, the PHD prediction-updating recursion can be

given as follows [11]:

· · · → Dk−1|k−1(x)→ Dk|k−1(x)→ Dk|k(x)→ · · · (2)

To be more specific,

1) Time update step (to calculate the prior PHD):

Dk|k−1(x) =γk(x)+
∫

pS,k(x
′)fk|k−1(x|x

′)Dk−1|k−1(x
′)dx′ .

(3)

2) Measurement update step (to calculate the posterior

PHD):

Dk|k(x) =
(

1− pD,k(x)
)

Dk|k−1(x)+
∑

z∈Zk

pD,k(x)gk(z|x)Dk|k−1(x)

κk(z) +
∫

pD,k(x)gk(z|x)Dk|k−1(x)dx
.

(4)

There have been many implementations of the PHD filter

based on different types of PFs since the considered standard

implementation [40], including auxiliary PF [41], marginalized

PF [42] and box PF [43]. Without loss of generality, we

adopt the standard implementation [40] (except the estimate

extraction part for which we will employ computationally

much faster approaches, to be addressed in Section III-E)

without giving its detail here.

C. Particle (posterior) Weight Decomposition

The representation of the posterior PHD Dk|k(x) by using

Jk particles with state x
(j)
k and nonnegative weight w

(j)
k|k, j =

1, 2, · · · , Jk, can be written as [40]

Dk|k(x) ≈
Jk
∑

j=1

w
(j)
k|kδx(j)

k

(x) , (5)

where (cf. (4))

w
(j)
k|k =

(

1− pD,k

(

x
(j)
k

)

)

w
(j)
k|k−1+

∑

zk∈Zk

pD,k

(

x
(j)
k

)

gk
(

zk|x
(j)
k

)

w
(j)
k|k−1

κk(zk) +
∑Jk

j=1 pD,k

(

x
(j)
k

)

gk
(

zk|x
(j)
k

)

w
(j)
k|k−1

,

(6)

and w
(j)
k|k−1 is the prediction weight of particle j (either

evolved from time k − 1 or new born at time k; see [40]

for detail) and admits Dk|k−1(x) ≈
∑Jk

j=1 w
(j)
k|k−1δx(j)

k

(x) .

Obviously, (6) can be decomposed with regard to the

measurements

w
(j)
k|k(zk) ,











(

1− pD,k

(

x
(j)
k

)

)

w
(j)
k|k−1 if zk = z0 ,

pD,k

(

x
(j)
k

)

gk

(

zk|x
(j)
k

)

w
(j)

k|k−1

κk(zk)+
∑Jk

j=1 pD,k

(

x
(j)
k

)

gk

(

zk|x
(j)
k

)

w
(j)

k|k−1

if zk ∈ Zk .

(7)

where the pseudo-measurement z0 is introduced to represent

the misdetection.

w
(j)
k|k(zk) implies how much each zk contributes to the

weight of particle j. Straightforwardly, we have

w
(j)
k|k =

∑

zk∈{z0}∪Zk

w
(j)
k|k(zk) . (8)

Furthermore, we define the sum of weight components of

all particles with regard to measurement zk as

Wk(zk) ,

Jk
∑

j=1

w
(j)
k|k(zk) , (9)

which indicates the probability that the underlying measure-

ment is from a real target (zk ∈ Zk) or that misdetection

occurs (zk = z0). Obviously, ∀zk ∈ Zk,Wk(zk) ∈ [0, 1] [44]

and, the weight sum admits

∑

zk∈{z0}∪Zk

Wk(zk) =

Jk
∑

j=1

w
(j)
k|k , Wk . (10)

D. Multitarget RFS Cardinality Estimation

The expectation of the total number of targets Nk condi-

tioned on the PHD is given by its integral in the entire state

space, which is approximated by the weight sum Wk of all

particles as in (5); see the detailed derivation given in Appendix

A. That is,

E[Nk|Dk|k(x)] ≈Wk . (11)
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For estimate extraction, a common approach to estimate the

number of targets is rounding the total weight sum, i.e.,

N̂k = [Wk] , (12)

where the operator [·] rounds the content to the nearest integer.

III. OUR PROPOSAL

We consider now a sensor network where all sensors syn-

chronously observe the scenario, affected with independent

noises and clutter. The local sensor performs particle predic-

tion, updating and resampling exactly as in the centralized

case, except that an additional C&F scheme is carried out once

the posterior PHD is achieved at each filtering iteration, which

uses the information disseminated from the other sensors to

“re-weight” the underlying particle set for consensus.

In the sequel, we shall only concentrate on the C&F part,

which consists of three key components:

• Extract a GM from each local particle set and disseminate

them in neighborhood, perhaps in multiple iterations and

with mixture reduction applied; see Section III-A.

• Update the weight of local particles to integrate the

posterior information carried in the disseminated GM that

is comprised of components both received from the other

sensors and generalized locally; see Section III-C.

• Seek cardinality AA consensus in neighborhood in par-

allel to the above schemes of GM dissemination and

particle-GM fusion; see Section III-D.

A. Particle to GM Conversion

We propose to extract GMs from the a posteriori particle

distribution at each sensor based on the weight decomposi-

tion as in (7) as that each measurement corresponds to one

Gaussian component (GC). By this, as many as Mk + 1
GCs can be obtained which, however, could still be too

communicatively costly. Arguably, the GM should contain

sufficient information of the potential targets subject to the

communication limitation. Following the partial consensus

principle [35], only the significant GC, namely corresponding

to high Wk(z), should be disseminated for consensus, while

the insignificant GC should be less likely involved.

The number of significant measurements can be determined

either by the estimated number of targets N̂k as in (12) or

as that of the measurements corresponding to Wk(zk) larger

than a threshold Tc (usually, Tc ∈ [0.1, 0.5]). The former is

referred to as the Rank rule while the latter is the Threshold

rule (considered as the default in our approach), akin to the

notions used in [45] and [35]. Either way, we denote the

selected measurements by a subset Zk,T ⊆ Zk.

For each zk ∈ Zk,T, a GC G
(

x; m̂k(zk), P̂k(zk)
)

weighted

by Wk(zk) can be extracted from the weight component-based

particle set
{

(x
(j)
k , w

(j)
k|k(zk))

}Jk

j=1
, i.e., cf.(5)

Wk(zk)G
(

x; m̂k(zk), P̂k(zk)
)

≈
Jk
∑

j=1

w
(j)
k|k(zk)δx(j)

k

(x),

(13)

where Wk(zk) is already given in (9) while the mean and the

covariance of the formed GC are given as follows, respectively,

m̂k(zk) =

Jk
∑

j=1

w
(j)
k|k(zk)x

(j)
k , (14)

P̂k(zk) =

Jk
∑

j=1

w
(j)
k|k(zk)

(

x
(j)
k − m̂k(zk)

)(

x
(j)
k − m̂k(zk)

)T
.

(15)

It is necessary to note that, such a Gaussian approximate

can only become accurate when the prior PHD is Gaussian-

distributed and the likelihood function is Gaussian. Otherwise,

the parameterization is no more than approximation.

Various particles-to-GC/GM converting approaches have

been developed for distributed particle filtering [6]–[8], [27],

[46]–[48], mostly based on either ad-hoc strategy or so-

phisticated learning algorithm. Thanks to the unique weight-

decomposition property of the SMC-PHD updater, our ap-

proach is computationally very efficient and reliable.

We may define the “partial PHD” Dk,T(x) as a congrega-

tion of all the significant components of the PHD, namely the

part to be extracted for parameterization, i.e., cf.(5)

Dk,T(x) ,

Jk
∑

j=1

w
(j)
k,Tδx(j)

k

(x) , (16)

where w
(j)
k,T =

∑

z∈Zk,T
w

(j)
k|k(zk) ≤ w

(j)
k|k denotes all the

significant part of the weight of particle j. In contrast, the

remaining components w
(j)
k|k − w

(j)
k,T are considered insignifi-

cant and will not be involved in the C&F procedure.

Substituting (13) into (16) gives an explicit GM approxima-

tion of the partial PHD, i.e.,

Dk,T(x) ≈
∑

z∈Zk,T

Wk(zk)G
(

x; m̂k(zk), P̂k(zk)
)

. (17)

Remark 1 When multiple communication iterations are

performed, the local sensor will have an iteration-increasing

GM size unless mixture reduction is applied [7]. To save the

communication, GM merging [35] may be performed at all

or some iterations, e.g., when the size exceeds a predefined

upper threshold, which, however, may lead to information

double-counting in addition to merging error. For example,

if a GC sent from sensor a to sensor b is merged with another

GC at sensor b, the resulting fused GC will be sent back to

sensor a in the next communication iteration. In this case,

appropriate (sensor-oriented) fusion weights shall be designed

for fast consensus convergence.

B. Weighted, Arithmetic Average of Partial PHDs

In the following formulation, we will use subscripts a and

b ∈ Na to distinguish between two neighboring sensors. In the

proposed protocol, the local partial PHD Da,k,T(x) at sensor

a will be linearly averaged with the received GM/partial PHD

from the neighbors Db,k,T(x), ∀b ∈ Na, i.e.,

D̄a,k,T(x) =
∑

b∈{a}∪Na

ωb→aDb,k,T(x) , (18)

where the fusion weights ωb→a ≥ 0,
∑

b∈{a}∪Na
ωb→a = 1

indicating that the fusion result is an “average”.
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As the key of our approach, we will use the arithmetically

averaged partial PHD to replace the local PHD, by means of

re-weighting the local particles. To this end, we apply the the

Metropolis weights [49], [50] which are given as

ωb→a =

{ 1
1+max (|Na|,|Nb|)

if b ∈ Na, b 6= a ,

1−
∑

l∈Na
ωl→a if b = a .

(19)

To note, the purpose of Metropolis weights here is the

same to that in the original proposal [49], [50], which is for

fast AA convergence and has no explicit connection to issues

such as “dividing the common information” or “coping with

the correlation” between sensors [51]. Therefore, we will not

address on those issues (for which a recent review [52] is

available) but instead we concentrate our distributed fusion

goal on “average consensus”.

Remark 2 The rationale for calculating the AA of PHDs is

based on the essential property of the PHD that the integral

of PHD in any region gives the expected number of targets

in that region - cf. (1). This renders the AA calculation as in

(18) a meaningful interpretation. Also, there is an important

assumption behind the PHD filter: both misdetection and clut-

ter are random and are independent of the real measurement

of targets. So, it is unlikely for the same target to be missed

in detection, or to say a target does not form a significant GC,

in the majority of all sensors, or false alarms coincidentally

occur in the same area in the majority of all sensors [35].

Using the principle of “majority rule”, the AA can compensate

for the false/missing data of a single sensor. Indeed, the AA

is provably immune to either false or missing data problem.

Exactly because of this, it is reasonable to abandon the

insignificant GCs without worrying about misdetection or false

alarms, namely partial AA consensus. Doing so does not only

save communication but also tend to ameliorate the local

signal-to-noise ratio (SNR) [35], [51].

C. Particle Updating w.r.t. GMs based on IS

Denote by
{

(x
(j)
a,k, µa)

}Ja,k

j=1
the uniformly weighted parti-

cles yielded by resampling after the PHD updating at sensor

a at time k. Given the local weight sum Wa,k, we have

µa =
Wa,k

Ja,k
.

As long as the resampling scheme adopted is unbiased [53]

and Ja,k is large enough, the new particle set still admits an

appropriate approximation of the posterior PHD, namely

Da,k(x) ≈

Ja,k
∑

j=1

µaδ
x
(j)
a,k

(x) . (20)

Arguably, these particles by assigning appropriate weights

can approximate any PHD that has the same support space as

Da,k(x). In particular, for Db,k,T(x), b ∈ {a} ∪ Na, we have

Db,k,T(x) ≈

Ja,k
∑

j=1

wb

(

x
(j)
a,k

)

δ
x
(j)
a,k

(x) . (21)

where wb

(

x
(j)
a,k

)

is the new weight assigned to particle x
(j)
a,k.

Substituting (21) into (18) yields

D̄a,k,T(x) ≈

Ja,k
∑

j=1

w̄
(j)
a,kδx(j)

a,k

(x), (22)

where

w̄
(j)
a,k =

∑

b∈{a}∪Na

ωb→awb

(

x
(j)
a,k

)

. (23)

To determine wb

(

x
(j)
a,k

)

to fulfill (21), we employ the classic

IS approach. The idea of IS is to choose a proposal distribution

q(x) in place of the target probability distribution p(x). The

support of q(x) is assumed to cover that of p(x). Rewrite a

general integration problem as
∫

S

f(x)p(x)dx =

∫

S

f(x)
p(x)

q(x)
q(x)dx, (24)

where f(x) is an integrable function in a measurable space S.

The IS [54, Chapter 3.3] is to use a number, to say J , of

independent samples drawn from q(x) to obtain a weighted

sum to approximate (24):

f̂p =
1

J

J
∑

i=1

w(x(i))f(x(i)), (25)

where the importance weights/ratios are

w(x(i)) =
p(x(i))

q(x(i))
. (26)

If both q(x) and p(x) are discrete, i.e., the random variable

x can only take on discrete values from a set X , p(x(i)) and

q(x(i)) are actually known as the probability mass function

(PMF) pmf
x
(y) of the discrete random variable x, which is

defined as

pmf
x
(y) =

{

Pr[x = y] if y ∈ X ,
undefined if y /∈ X .

(27)

Here, we extend the PMF definition from the discrete

“probabilities” to the “intensity/PHD” so that the value is not

limited to be in the scope of [0, 1], termed as intensity mass

function (IMF), which reads

imfx(y) =

{

D[x = y] if y ∈ X ,
undefined if y /∈ X .

(28)

where D[x = y] is in sharp the weight of the particle x = y,

which can be larger than 1.

Now, the uniformly weighted particles given by resampling

as shown in (20) are just samples randomly drawn from

the proposal Da,k(x) and the discrete set X in (28) is just

the particle state set
{

x
(j)
a,k

}Ja,k

j=1
. To get the desired PHD

distribution Db,k,T(x) as shown in (21), it is as easy as

weighting these particles by

wb

(

x
(j)
a,k

)

=
imfb,k,T

(

x
(j)
a,k

)

imfa,k
(

x
(j)
a,k

)

. (29)

where imfb,k,T
(

x
(j)
a,k

)

is to evaluate the IMF at state x
(j)
a,k w.r.t.

the GM-PHD disseminated from sensor b ∈ {a} ∪ Na as in

(14), (15) and (9), which is given as

imfb,k,T
(

x
(j)
a,k

)

=
∑

zk∈Zb,k,T

Wb,k(zk)G
(

x
(j)
a,k; m̂b(zk), P̂b(zk)

)

,

(30)

and

imfa,k
(

x
(j)
a,k

)

= Da,k[x = x
(j)
a,k], (31)
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which is nothing else but just the weight of the “mother”

particle from which particle x
(j)
a,k is resampled, denoted as

w
[j]
a,k|k. Therefore, to avoid repeated computing, we need to

store the weights of the particles prior to resampling.

Substituting (31) and (30) into (29) yields

wb

(

x
(j)
a,k

)

∝

∑

zk∈Zb,k,T
Wb,k(zk)G

(

x
(j)
a,k; m̂b(zk), P̂b(zk)

)

w
[j]
a,k|k

,

(32)

which is subject to the cardinality consistence (for which,

in fact, a separate cardinality AA consensus scheme will be

applied in parallel as addressed next), i.e.,

Ja,k
∑

j=1

wb

(

x
(j)
a,k

)

=
∑

zk∈Zb,k,T

Wb,k(zk). (33)

Remark 3 A key for the success of the IS approach is

that the support of the proposal q(x) covers that of the target

distribution p(x), both distributions better of the similar shape.

This is true in our case as that the posteriors obtained at

local sensors corresponding to the same multitarget RFS are

approximately identical in general.

D. Cardinality AA Consensus

In parallel to the above C&F procedure, the standard AA

consensus [49], [50] is also applied to update the local weight

sum at each communication iteration, namely cardinality AA

consensus or simply cardinality consensus (CC), as follows:

W̄a,k =
∑

b∈{a}∪Na

ωb→aWb,k , (34)

where the local weight sum Wb,k =
∑Jb,k

j=1 w
(j)
b,k.

The resulting new weight sum will be used for re-scaling

the weight w̄
(j)
a,k of each particle given in (23), i.e., the after-

consensus (AC) weight of particle j is

w
(j),AC
a,k =

w̄
(j)
a,k

∑Ja,k

j=1 w̄
(j)
a,k

W̄a,k . (35)

E. Estimate Extraction

Estimates of the targets’ states can be extracted in two

means. One is carried out prior to the C&F and is purely

based on the local particle-posterior, for which the usual

estimate extraction procedures proposed for the centralized

SMC-PHD filter such as multi-EAP [45] or other computing

fast measurement-driven approaches e.g., [55], [56] which

actually extract the means of the formed GC as in (14) of

selected measurements corresponding to significant weights

Wa,k(zk), which is taken as the default way.

The advantage of this means is that, the estimate extraction

does not need to “wait” for the C&F procedure and is therefore

able to be carried out timely. The disadvantage is that, the lat-

est information from the other sensors is not used, although the

neighbor information has been used in the previous filtering

iterations by C&F and is reflected in the prior. We refer to this

as “real-time/before-consensus (BC) estimation”.

The other means to extract estimates is carried out with

regard to the disseminated GCs, taking into account the latest

information from the other sensors. This is referred to as

“delayed/AC estimation” as it can only be performed after the

C&F. There are two typical ways to do so. One is merging

closely-distributed GCs and extracting the mean(s) of the GC

with larger weights. The other way is clustering the weighted

GCs, and extracting the centroid of each significant cluster,

which is taken as the default way in our approach. Either way,

the number of estimates can be determined by the consensus

on the cardinality which is rounding (34). To note, if the

weight sum of one cluster or the weight of a single GC is

closer to another integer n ≥ 2 rather than 1 (indicating

multiple targets in that cluster), n estimates should be extracted

from that cluster or that GC.

There is still space for optimizing these estimate extraction

algorithms on the basis of either the particle set or the dissem-

inated GM. For example, for multisensor data clustering, it is

useful to set constraints on the size of cluster [57], to avoid

false alarm (e.g., a cluster of too small size) and to deal with

overlapped clusters (e.g., a cluster of over large size because of

closely-distributed targets). By this, the clustering scheme may

automatically determine the number of estimates. Extensions

in this regard are however beyond the focus of this work.

F. Parallelization of Local Filtering and C&F

In summary, a complete filtering iteration of the proposed

distributed SMC-PHD filter is illustrated in Algorithm 1. We

have an important note on the parallel processing of local

filtering calculation and the C&F procedure.

Remark 4 The proposed IS which preserves the state of

local particles renders filtering-C&F parallelization possible:

in parallel to the network C&F at time k, some of local

filtering calculations required for the filter iteration k+ 1 can

be executed including

1) Step 1 of Algorithm 1: calculating the prior PHD as in

(3), including generating new-born particles and propa-

gating particles inherent from time k, and

2) Step 2-1 of Algorithm 1: calculating the likelihoods

gk+1

(

za,k+1|x
(j)
a,k+1|k

)

and the detection probabilities

pD,k+1

(

x
(j)
a,k+1|k

)

for all particles j = 1, 2, · · · , Ja,k,

and the clutter intensities κk+1(za,k+1) regarding all

measurements zk ∈ Za,k.

The parallelization is feasible because all of these calcula-

tions do not need the knowledge of the particle weights until

Step 2-2 where the particle weights are needed and so the

calculations thereafter can only be performed after (35).

G. Hybrid GM- and SMC-PHD Sensor Network

The proposed distributed SMC-PHD filtering protocol is

naturally incorporable to the distributed GM-PHD filter [35].

That is, some sensors operate SMC-PHD filters while the

others operate GM-PHD filters, both disseminating and re-

ceiving GMs. We demonstrate this hybrid filter network in

our simulation in Section IV.
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Algorithm 1 Distributed SMC-PHD Iteration at sensor a based

on GM for dissemination and IS for fusion

Input:

• All statistical models as required, the measurement RFS

Za,k received at time k, and the posterior particle set

ξa,k−1 ,
{

(x
(j)
a,k−1, w

(j)
a,k−1)

}Ja,k−1

j=1
for time k − 1.

Output:

• State-estimates of the targets and a new particle set ξa,k ,
{

(x
(j)
a,k, w

(j)
a,k)

}Ja,k

j=1
.

Procedure:

Step 1 Existing particle propagation and new particle gener-

ation:

• Update the state of particles x
(j)
a,k−1 to x

(j)
a,k, j =

1, · · · , Ja,k−1 according to the state transition model

φa,k|k−1(x|x
′), preserving the weight w

(j)
a,k|k−1 =

w
(j)
a,k−1.

• Add new particles
{

(x
(j)
a,k, w

(j)
a,k|k−1)

}J′
a,k

j=Ja,k−1+1
accord-

ing to the new-born target intensity model γa,k(x).

Step 2 Particle weight updating:

• Re-weight all particles as in (6), yielding a new particle

set ξ′a,k ,
{

(x
(j)
a,k, w

(j)
a,k)

}J′
a,k

j=1
, consisting of two steps:

1) Calculate the likelihood gk
(

za,k|x
(j)
a,k

)

and detec-

tion probability pD,k

(

x
(j)
a,k

)

for each particle j =
1, 2, · · · , J ′

a,k, and the clutter intensity κk(za,k)
w.r.t. all measurements za,k ∈ Za,k.

2) Calculate the finally updated weight as in (6), taking

into account the prediction weight w
(j)
a,k|k−1.

Step 3 Real-time/BC estimate extraction:

• Extract totally [Wa,k] state-estimates as in (14) and (15)

for zk ∈ Za,k of higher weights Wa,k(zk) as in (9).

• Determine Za,k,T ⊂ Za,k satisfying that ∀zk ∈ Za,k,T :
Wa,k(zk) ≥ Tc - Threshold rule.

Step 4 Resampling:

• Resample from ξ′a,k to get a uniformly weighted new

particle set ξa,k ,
{

(x
(j)
a,k, µa)

}Ja,k

j=1
as in (20). Store the

initial weight w
[j]
a,k of the mother particle from which

particle j is sampled.

Step 5 Partial consensus via IS:

• Extract a GC for each zk ∈ Za,k,T as in (14) and (15).

• Disseminate the GCs and Wa,k to the neighbors and

receive theirs; this step may be carried out for multiple

iterations and if necessary (e.g., when the number of GCs

exceeds a specific threshold), mixture reduction may be

performed at some iterations.

• Calculate
{

wb

(

x
(j)
a,k

)}Ja,k

j=1
w.r.t. all gathered GCs as in

(32);

• Calculate
{

w̄
(j)
a,k

}Ja,k

j=1
as in (23), and calculate W̄a,k as

in (34);

• Calculate
{

w
(j),AC
a,k

}Ja,k

j=1
as in (35) as the final AC weight

of each particle.

Step 6 Delayed/AC estimate extraction:

• Apply the k−means clustering on the gathered GCs and

extract the centroid of each cluster as estimates, with the

number of estimates given by [W̄a,k].
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Target2: k  [7, 35]

Target3: k  [16, 60]

Target4: k  [18, 18]

Target5: k  [20, 60]

Target6: k  [48, 60]

Linear sensors
Nonlinear sensors

Fig. 1. Tracking scenario: target trajectories (starting at ’△’ and ending at
’�’) and a sensor network consisting of both linear and nonlinear sensors.

IV. SIMULATIONS

The simulations are set up in a scenario over the planar

region [−1000, 1000]m× [−1000, 1000]m which is monitored

fully by a connected undirected sensor network. The trajecto-

ries of totally 6 targets are given in Fig. 1 with the starting

and ending times of each trajectory noted. The target birth

process follows a Poisson RFS with intensity function γk(x) =
∑3

i=1 λiN (.;mi,Qr), with Poisson rates λ1 = λ2 = λ3 =
0.05 and the Gaussian parameters m1 = [0, 0, 950,−30]T,

m2 = [−100, 10,−800, 30]T, m3 = [−800, 20,−500, 0]T,

and Qr = diag([100, 25, 100, 25]T), where diag(a) represents

a diagonal matrix with diagonal a.

Each target has a time-constant survival probability

pS(xk) = 0.98 and the survival target follows a nearly constant

velocity motion as given

xk =









1 ∆ 0 0
0 1 0 0
0 0 1 ∆
0 0 0 1









xk−1 +









∆2/2 0
∆ 0
0 ∆2/2
0 ∆









uk ,

(36)

where xk = [px,k, ṗx,k, py,k, ṗy,k]
T with the position

[px,k, py,k]
T and the velocity [ṗx,k, ṗy,k]

T, the sampling inter-

val ∆ = 1s, and the state transition noise uk ∼ G(02, 25I2).
We deploy two different types of sensors, with either linear

measurement models or nonlinear measurement models, as

marked in Fig.1. The linear position measurement model is

given as follows

zk =

[

1 0 0 0
0 0 1 0

]

xk +

[

vk,1
vk,2

]

, (37)

with vk,1 and vk,2 as mutually independent zero-mean Gaus-

sian noise with the same standard deviation of 10.

The FOV (field of view) of each nonlinear sensor is a

disc of radius 3000m centralized with the sensor’s position

[sn,x, sn,y]
T, which fully covers the scenario. The range and

bearing measurement is given by

zk =

[ √

(px,k − sn,x)2 + (py,k − sn,y)2

arctan
(

(py,k − sn,y)/(px,k − sn,x)
)

]

+ vk , (38)

where vk ∼ N (;0,Rk), with Rk = diag
(

[σ2
r , σ

2
θ ]

T
)

, σr =
10m, σθ = π/90 rad/s.
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The linear sensors have the same and constant tar-

get detect probability pD(xk) = 0.95 while the nonlin-

ear sensors have pD(xk) = 0.95N ([|px,k − sn,x|, |py,k −
sn,y|]T;0, 60002I2)/N (0; 0, 60002I2). Clutter is uniformly

distributed over each sensor’s FOV with an average rate of

10 points per scan, which indicates clutter intensity κk =
10/20002 for the linear sensors and κk = 10/3000/2π for

the nonlinear sensors.

Two scenarios have been considered. First, the sensor net-

work consists of only SMC-PHD filters, namely a pure SMC-

PHD filter network. Second, each linear sensor operates a GM-

PHD filter while each nonlinear sensor operates a SMC-PHD

filter, namely a hybrid network consisting of both GM-PHD

and SMC-PHD filters. In the next subsection, different C&F

schemes are designed for comparison with our approach.

For mixture reduction regarding to the GM: GCs with a

weight lower than 10−4 will be truncated, any two GCs

closer than Mahalanobis-distance τ = 4 will be merged and

the maximum number of significant GCs to be transmitted

and owned by a sensor is 100. The GC is identified as a

significant GC if its weight is larger than Tc = 0.45 and will

be transmitted among neighbors.

The optimal sub-pattern assignment (OSPA) metric [58] is

used to evaluate the estimation accuracy of the filter, with

cut-off parameter c = 1000 and order parameter p = 2.

Furthermore, we define

• Network OSPA: the average of OSPAs obtained by all

sensors in the network at each sampling step;

• Time-average Network OSPA: the average of the Network

OSPAs over all filtering steps.

To evaluate the communication cost, we record a GC that

consists of a weight parameter (1 tuple), a 4-dimensional

vector mean (4 tuples), and a 4×4 -dimension symmetric

matrix covariance (10 tuples) as 15 tuples and the scale-

valued cardinality parameter as 1 tuple. In addition, each

weighted particle takes 5 tuples (4 for the state vector and 1

for the weight). For the SMC-PHD filter, Np = 200 particles

are assigned for each expected target during the resampling

scheme to adjust the number of particles in time series. It is

worth noting that strategies such as roughening [59] that is to

add a small zero-mean random variable to the state of each

resampled particle [5], is useful to increase the diversity of

particles after resampling for the PF and is adopted in our

implementations.

Each simulation was performed 100 runs with indepen-

dently generated measurement series, each run consisting of

100 filtering iterations. Different numbers t of neighbor/P2P

communication iterations from 0 (without applying any com-

munication between sensors) to 10 or 5 are applied to all

consensus schemes.

A. Comparison approachs

1) GM-EMD-IS: The state-of-the-art distributed SMC-PHD

fusion given in [27] is based on EMD, which consists of

two essential parts: 1) convert the particle distribution to

continuous distribution approximations and 2) construct the

multitarget EMD. In the former, the work [27] proposed a

clustering approach for kernel learning which according to our

experience is computationally intensive and unstable. Instead,

in our implementation, we use the proposed P2GM strategies

(with a much lower threshold Tc = 0.1 for selecting a

sufficiently large number of GCs for accurate approximation)

for generating the continuous kernel distribution (namely GM).

In the latter, to construct the multitarget EMD, the IS approach

can be applied as is done in our approach to update the fused

particles. But there are two key differences:

• In our approach, there is no particle communication

between sensors. In the EMD approach [27], the particles

are the union of the particle sets that are sampled from

neighbor sensors. Because of this, it needs to disseminate

both particles and the corresponding kernel/GM function

parameters at each communication iteration;

• In our approach the target density is the AA of dissemi-

nated GMs while for EMD it is the GA of local PHDs.

More specifically, denoting the union of uniformly weighted

particle sets from neighbor sensors as
{

x
(j)
a,k, µa

}Ja,k

j=1
(we will

present a particle resampling dissemination approach later,

which is used here as well), the EMD-IS approach determines

the weight of each particle as follows (cf. (23)):

w̄
(j)
a,k ∝

∏

b∈{a}∪Na

(

wb

(

x
(j)
a,k

)

)ωb→a

, (39)

where wb

(

x
(j)
a,k

)

is coherent with (32).

Also, different to our cardinality AA consensus (34), the

cardinality consensus is implemented in the GA sense, i.e.

W̄a,k =
∏

b∈{a}∪Na

(

Wb,k

)ωb→a . (40)

However, we did not employ the sophisticated fusion weight

strategy proposed in [27] but still applied the Metropolis

weights, which have been widely used for the GCI based GM-

PHD fusion since [22]. Therefore, the resulting EMD fusion

approach is indeed a modified implementation of that given in

[27] and is referred to as “GM-EMD-IS”.

Remark 5 The logarithmic fusion is arguably more com-

pelling than the linear fusion for dealing with multi-sensor

likelihood fusion as it is external Bayesian [18]. However,

as addressed in this paper, the items to be fused are the

unknown-cross-correlated PHDs (which is more meaningful

to calculate the AA, cf. Remark 2) and the sum of fusion

weights is presumed being unity, Bayesian optimality is im-

possible. Instead, the problem of false and missing data is more

prominent in distributed MTT. This together the consideration

on communication and computation form the essential reason

we advocate AA rather than GA for “average consensus”.

2) Particle Resampling Dissemination (PRD): In contrast

to the GA that rarely admits closed-form solution for mixture

distributions, an exact solution for AA of PHDs can be easily

given by disseminating particles. That is, different to the partial

consensus as in (18) and (45), complete consensus is sought

by linearly averaging the local PHD Da,k(x) at sensor a with

that from the neighbors Db,k(x), ∀b ∈ Na, i.e.,

D̄a,k(x) =
∑

b∈{a}∪Na

ωb→aDb,k(x) . (41)
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However, disseminating all particles requires tremendous

communication and will unnecessarily lead to an increasing

number of particles at local sensors. To maintain a stable

number of particles and to reduce the communication cost, the

number Jb→a,k of transmitting particles from sensor b ∈ Na

to sensor a can be determined as

Jb→a,k = [NpWb→a,k], (42)

where Np = 200 as specified and Wb→a,k = ωb→aWb,k,

relying on the particle weight sum of the particle-sending

sensor b and fusion weights to the particle-receiving sensor

a; for ωb→a, we apply the Metropolis weights again.

These particles are obtained by unbiased (re)sampling re-

taining the identical representation of the intial particle poste-

rior [60]. Each resampled particle is weighted as

w
(j)
b→a,k =

Wb→a,k

Jb→a,k

≈
1

Np
. (43)

It is straightforward to have the weight sum of all particles

received at sensors (cf. (34))

∑

b∈{a}∪Na

Jb→a,k
∑

j=1

w
(j)
b→a,k =

∑

b∈{a}∪Na

Wb→a,k = W̄a,k (44)

We detail this protocol in Appendix B, with reference to

Algorithm 1. As shown, the resampling scheme plays a key

role for “selecting” the particles for dissemination, which

strives to gain a trade-off between communication cost and

approximation accuracy. We refer to this protocol as PRD.

Particularly different to the other protocols, no GM is involved.

However, for estimate output, we still apply the similar es-

timate extraction solution as in (14), (15) and (9) from the

particle distribution. Then, the component of weight greater

than Te = 0.5 will be identified as a target estimate.

3) GM-Re-Sampling (RS): In place of the IS approach, new

particles can be re-generated from the disseminated GMs via a

standard sampling algorithm, namely recovering particles from

GM after the C&F procedure. We refer to this approach as

GM-RS, which is realized for the specific purpose to evaluate

the effectiveness of the proposed IS approach.

Whether RS or IS, the GM can be merged to control the

mixture size or simply remain unchanged (to avoid any fusion

error or information double-counting) during their dissemina-

tion at each communication iteration, as addressed in Remark

1. In the latter, it is commonly referred to as distributed

flooding [7] while in the former we use the conservative GM

merging (CGMM) scheme [35]. Overall, on disseminating the

GMs, there are different combinations of strategies: either RS

or IS and either flooding or CGMM.

4) CC-AA: The cardinality consensus based on AA (CC-

AA) approach only disseminates the weight sum information

between sensors to re-scale the weight of particles.

5) No consensus: We also realize a centralized protocol in

which all local filters do not share any information with each

other referred to as “no consensus”.

As addressed in Section III-E, all these distributed SMC-

PHD filtering protocols, except the non-consensus protocol,

can extract estimates at two different stages: the BC manner

and the AC manner, as addressed in Step 3 and Step 6 in

Algorithm 1, respectively. In the former, we simply extract

the mean of the extracted GMs as in (14) as the estimates

while the number of estimates is determined by (12), which

resembles the approaches given in [55], [56]. In the latter, we

apply the well-known k−means clustering algorithm to the

disseminated GCs for estimate extraction, where the number

of clusters is specified by rounding (34) and the estimates are

given as the center of the formed clusters.

B. WSN of Pure SMC-PHD Filters

In this case, each sensor runs a SMC-PHD filter individ-

ually, using either the linear measurement model/data or the

nonlinear measurement model/data.

When t = 5, the Network OSPA, the online estimated num-

ber of targets, and the computing time of different consensus

protocols for each filtering step are given in the upper row

of Fig. 2, separately. For different numbers of communication

iterations from t = 0 to t = 10, the time-averaged network

OSPA and network communication of different consensus

protocols are given in the bottom row of Fig. 2, separately.

We have the following key findings with regard to the filtering

accuracy, communication and computation cost, respectively:

1) On filtering accuracy:

• All C&F protocols improve the filtering accuracy by

reducing the filter OSPA as compared to the protocol

applying no consensus. The OSPA reduction basically

increases with that of the number of the P2P commu-

nication iterations, till to a convergent/consensual level.

• Except CC-AA for which both BC and AC outputs are

the same, all AC estimates are significantly better than

the BC estimates indicating that the C&F is immediately

beneficial for improving the local filter accuracy at each

filtering step.

• The GM flooding protocols that avoids information

double-counting outperform the CGMM protocol.

• As expected, the CC-AA which is the least communica-

tively and computationally costly, benefits the filter the

least among all distributed C&F schemes.

• Roughly speaking, the IS approaches perform similar

to the RS approaches in each corresponding category

when applying CGMM/Flooding or in BC/AC manners.

More precisely, the RS approaches outperform the IS

approaches in the BC estimation case (whether Flooding

or CGMM is applied), performs very similar in the

CGMM-AC case and inferior in the GM flooding-AC

case, as compared with the IS approaches.

• Surprisingly, all GM based C&F approaches including

CGMM/GM-flooding combined with RS/IS, and EMD,

outperform the PRD approach, in both BC and AC man-

ners. The result is intuitively surprising because, despite

the communication cost, the particles set contains more

complete information of the posterior PHD than the GM

extracted from particles. However, more does not alway

mean better. The partial consensus by which the sensors

share only the significant components of the GM rather

than all, is supposed to be help reduce the affection of
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the false alarm, as has been illustrated in [35]. This leads

to an unique advantage that the PRD approach or the

complete consensus does not have.

• On the AC estimation, the GM-EMD-IS approach

performs slightly better than the CGMM-(RS/IS) ap-

proaches, inferior to the GM flooding-(RS/IS) approach,

while on the BC estimation, the GM-EMD-IS approach

performs favorably which is better than all the others

(especially for large t).

2) On communication:

• Both the GM-EMD-IS approach and the PRD protocol,

which disseminate a large number of weighted particles

are unsurprisingly the most communicatively costly.

• Except t = 1, the flooding is slightly more commu-

nicatively costly than the CGMM which applies mixture

reduction during communication.

• The CC-AA approach is computationally ignorable.

3) On computation:

• The EMD approach is the most computationally costly

while the CC-AA is the least and is ignorable.

• The CGMM approaches are more computationally costly

than the flooding approaches.

• The RS approach is even more computationally costly

than the IS approach.

• The PRD approach and the GM flooding-IS approach are

similar in computational cost and are very efficient.

With particular regard to the proposed P2GM based IS

approach, we have the following conclusions

• The flooding-communication approach achieves the best

accuracy benefit among all; in fact, it reaches very close

to the maximal accuracy gain that the algorithm converges

to by only 1 or 2 communication iterations;

• When CGMM is applied during the C&F, the communi-

cation cost will be reduced somewhat (depending on how

the merging threshold is set) while the computational cost

is increased and the accuracy benefit is reduced.

• The IS approach performs similar to the RS approach in

accuracy and communication cost, but computes faster.

The RS approach prevents any parallelization of the

filtering calculation and the C&F.

• The GA-based EMD approach is significantly more

communicatively and computationally intensive than AA

based approaches while it only shows insignificant supe-

riority in improving the BC estimation accuracy.

C. Hybrid WSN of SMC-PHD and GM-PHD filters

In this case, we study a hybrid sensor network: each linear

sensor operates a GM-PHD filter [35] while each nonlinear

sensor operates a SMC-PHD filter. However, the PRD, GM-

RS and GM-EMD-IS approaches are based to the PF and

do not apply to the GM-PHD filter and therefore, will not

be realized here. To integrate the disseminated GM into the

local posterior, rather than the IS approach for the SMC-PHD

filter (where the local posterior is represented by particles),

straightforward GM union is applied for the GM-PHD filter

(where the local posterior is a GM). To note, in the distributed

GM-PHD filter [35], the fused AA PHD at sensor a is given by

linearly averaging the initial complete posterior PHD Da,k(x)
(a GM) with the received partial PHD (also a GM, which

only represents a part of the corresponding posterior) from

the neighbors Db,k,T(x), ∀b ∈ Na, i.e., (cf. (18))

D̄a,k(x) = ωa→aDa,k(x) +
∑

b∈Na

ωb→aDb,k,T(x) , (45)

which is slightly different to the AA implemented for the

SMC-PHD filter in (18) as here, the local sensor contributes

the whole PHD Da,k(x) rather than only the partial PHD.

To show the simulation result, similar contents (up to t = 5)

given in Fig. 3 correspond to those in Fig. 2, respectively. The

results are highly consistent, confirming the effectiveness of

our approach for the hybrid filter network. For example,

• All C&F approachs converge with the increase of the

number of P2P communication iterations; the proposed

IS-AC approach demonstrates again fast convergence;

• The AC estimation is more accurate than the BC estima-

tion in all approachs;

• The CC-AA is ignorable in either computation or com-

munication;

• The CGMM scheme saves communication but costs more

computation as compared to the GM flooding approach.

However, different to what shown in the last simulation,

the GM flooding-IS approach performs very similar with the

CGMM-IS approach (except t = 1) in the sense of OSPA

reduction. We conjecture that this is because the CGMM

does not cause approximation error for the GM-PHD filter as

significantly as it did to the SMC-PHD filter based on P2GM.

Therefore, appropriate merging does not have to sacrifice the

filter accuracy.

V. CONCLUSION

We present a “partial, arithmetic average consensus” ap-

proach to distributed SMC-PHD fusion. Our approach is

composited of two major parts. One part is regarding particles-

to-GM conversion, which constructs a GM from the particle

set at each local sensor for parameterized information dis-

semination. The GM represents only the significant part of

the particle posterior rather than the complete, for a trade-off

between approximation accuracy and communication cost. The

disseminated GMs are linearly/arithmetically averaged over

the network for consensus. The other part is an importance

sampling approach for re-weighting the local particles accord-

ing to the disseminated GM without changing their states.

This allows parallel implementation of the local calculation

for the prior PHD and likelihood, and the network commu-

nication, combating or even avoiding time delay to the filter.

The effectiveness and reliability of our approach have been

demonstrated in both regards: the particles-to-GM conversion

and the importance sampling.

The proposed distributed SMC-PHD filter can be seamlessly

cooperated with the distributed GM-PHD filter, leading to a

promising, hybrid sensor framework in which each sensor,

using whether linear or nonlinear measurement model, may

operate a PHD filter implemented by means of either GM or

SMC according to its realistic needs or conditions.
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APPENDIX A

CARDINALITY ESTIMATION CONDITIONED ON PHD

Denoting the PDF of the multi-target RFS variable Xk =
{

x1,x2, . . . ,xn

}

as f(Xk), we have

ρ(n) =

∫

|Xk|=n

f(Xk)δXk (46)

From (5) and
∫

Rd δ
x
(j)
k

(x)dx = 1, we have

∫

Rd

Dk(x)dx ≈Wk (47)

Substituting (1) and (46) to (47) yields
∫

Rd

Dk(x)dx =

∫

Rd

∫

Rd

δXk
(x)f(Xk)δXkdx

=

∫

Rd

∫

Rd

δXk
(x)dxf(Xk)δXk

=

∫

Rd

nf(Xk)δXk

=
∑

n≥0

nρ(n) (48)

Estimation (48) is known as expected a posteriori (EAP)

estimate of the number of targets at time k, i.e.,

N̂EAP
k =

∫

Rd

Dk(x)dx ≈Wk. (49)

APPENDIX B

PRD BASED DISTRIBUTED SMC-PHD FILTER

Algorithm 2 Distributed SMC-PHD Iteration at sensor a based

on particle resampling and dissemination

Input and Output are the same to Algorithm 1.

Procedure:

Step 1-Step 3 are the same as that of Algorithm 1.

Step 4 Resampling:

• Calculate the local particle weight sum Wa,k .

• Resample from ξ′a,k to get |Na| + 1 new particle sets

ξa→b,k ,
{

x
(j)
a,k, µa

}Ja→b,k

j=1
for b ∈ {a} ∪ Na as in (42)

and (43).

Step 5 Partial consensus via particle dissemination:

• Disseminate the weighted particles ξa→b,k together with

parameter Wa→b,k , and the local BC estimates yielded

in Step 3 to sensor b ∈ Na; simultaneously, receive their

transmissions.

• Calculate W̄a,k as in (34) and use it to replace Wa,k.

• The resulting particle set ξa,k is given by

ξa,k = ∪b∈{a}∪Na
ξb→a,k (50)

Step 6: Iteration, if necessary:

• Steps 4 and 5 may be carried out for multiple iterations

(set ξ′a,k ← ξa,k before redo resampling).

Step 7 Delayed/AC estimate extraction:

• Similar to Step 6 of Algorithm 1, but differently the items

to be clustered are the BC estimates obtained in Step 3.
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