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Abstract There has been continuous research in the energy distribution sector because of
its huge impact on modern societies. Nonetheless, aerial high voltage power lines are still
supported by old transmission towers which involve some serious risks. Those risks may be
avoided with periodic and expensive reviews. The main objective of this work is to reduce
the number of these periodic reviews so that the maintenance cost of power lines is also
reduced.More specifically, thework is focused on reducing the number of periodic reviews of
transmission towers to avoid step and touch potentials, which are very dangerous for humans.
A virtual organization-based multi-agent system is proposed in conjunction with different
artificial intelligence methods and algorithms. The developed system is able to propose a
sample of transmission towers from a selected set to be reviewed. The system ensures that
the whole set will have similar values without needing to review all the transmission towers.
As a result of this work, a website application is provided to manage all the review processes
and all the transmission towers of Spain. It allows the companies that review the transmission
towers to initiate a new review process for a whole line or area, while the system indicates
the transmission towers to review. The system is also able to recommend the best place to
locate a new transmission tower or the best type of structure to use when a new transmission
tower must be used.
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1 Introduction

Power line maintenance is a topic that has generated a variety of research lines [1–3]. In
almost all developed countries, the transmission towers (TTs) that support the aerial power
lines must be reviewed on a regular basis, depending on their characteristics. There are
different parameters that have to be measured when reviewing TTs, which are necessary to
determine the ground resistance, as well as the step potential (Kp) and touch potential (Kc).

These reviews involve a significantly high cost because they require qualified personnel to
work in remote locationswith expensive equipment.However,manyof the valuesmeasured in
the reviews could in fact be predicted; this is because most of the TTs share the same features
and are located on similar terrain, so they have similar behavior. Therefore, the possibility of
reducing the costs associated with this kind of maintenance is not only attractive, but quite
reasonable.

As technology has continued to advance, there have been different approaches that attempt
to apply innovations both in the review and themaintenance processes, resulting in a common
need to reduce costs. Indeed, this is precisely the reason for having created the proposed
predictive maintenance system.

There are four common maintenance types for TTs: (i) corrective, to solve existing
problems; (ii) preventive, to prevent system failures; (iii) predictive, to predict possible irreg-
ularities; (iv) proactive, which is a combination of preventive and predictive maintenances
[4]. The present work is focused on the predictive maintenance, where different techniques
are already being used: some authors have used artificial neural networks to model the envi-
ronment, including [5], while others use neural networks to set failure times of the devices
[6].

This work proposes an organization-based multi-agent system capable of carrying out a
predictive maintenance of TTs by selecting only a sample of TTs to review when a company
is going to start a new revision process. The company need only select one or more power
lines supported by different TTs. This is the only input of the system and is processed by an
agent. This software agent then communicates the information to other agents of the system
which are in charge of executing the different algorithms and functionalities. The sample is
determined and the system then proposes to the user a subset of the selected TTs to review.

The algorithms that the system executes for the selection of the TTs to review is completely
autonomous and is based on different TT parameters that make it possible to determine the
status of all the selected TTs, whether they have been reviewed or not in the current review
process.

In addition, the system is able to predict different values that are measured in the revision
process, making it possible to determine the best location or model to use when including a
new TT.

The system has built-in statistical sampling techniques combined with neural networks
to estimate the ground resistance, as well as the step and touch potentials. In addition, the
system provides different geopositioning tools to facilitate the search and selection of the
TTs and lines to be reviewed.

The remainder of this paper is organized as follows: Sect. 2 includes a revision of related
work, Sect. 3 describes the proposal developed in this work, Sect. 4 provides the preliminary
results, including the software tool and the evaluation of the advantages obtained from its
use, and finally, Sect. 5 presents the conclusions obtained and future research lines.
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2 Background

In this section, the state of the art is detailed from three perspectives: (i) industrialmaintenance
and its application to high voltage power lines, (ii) virtual organizations of software agents,
and (iii) other complementary artificial intelligence techniques that have been used in this
work.

2.1 Industrial maintenance in aerial energy distribution networks

As mentioned in the introduction section, there are different kinds of maintenance applied to
aerial energy distribution networks [7]: corrective, preventive, proactive, and predictive.

Correctivemaintenance consists of fixing existing failures or problems tomake the system
works properly again [8]. This kind of maintenance can be unplanned, with the condition
being fixed randomly without intervention or planning; the failure is corrected intentionally
because it was previously detected by predictive or preventive maintenance.

Preventive maintenance tries to reduce the equipment failures by searching for solutions
to different problems before they occur, thus avoiding unplanned corrective maintenance.
While this kind of maintenance leads to increased reliability and cost savings, it does not,
however, guarantee that failures will not occur in the future. Preventive maintenance has
been previously applied in different works such as [9] to confront the problem of power lines
maintenance.

Predictive maintenance emerges as a complement for corrective and preventive main-
tenances. In this kind of maintenance, a set of parameters are monitored and analyzed to
determine possible anomalies. The process essentially refers to the capacity of generating
assumptions or estimations about the status of a component. When predicting well-known
processes, especially in Control Theory [10], it is possible to generate a mathematical model
which represents reality in a reliable way [11]. However, experimental techniques are needed
in other processes, for example classification algorithms [12] or artificial neural networks
[5]. This approach tries to extract and model the system features from historical data.

Proactive maintenance is a strategy used to maintain the stability and performance of a
machine [13]. The useful life of the equipment is extended, while flaws or malfunctions are
avoided. There are two types of repair [14]: perfect maintenance, when the machine returns
to its ideal state (in this case the cost is usually high), and imperfect maintenance, where the
quality is sacrificed to reduce maintenance costs.

Support vector machines are used in [15] to predict the amount of ice that will be accumu-
lated in aerial power lines. This is a serious problem that can interrupt electrical service for
a significant time, and the solution may end up being significantly expensive. As a result of
that study, it is possible to estimate the level of ice (with a minimum error) by using historical
meteorological data.

Another point to take into account is the machine performance (generators and current
transformers). Due to the natural deterioration or machines over time, they must undergo
reviews over their useful lifespan. Periodic maintenance can be carried out, wherebymachine
performance is evaluated on a regular basis, regardless of the machine status. This solution is
not optimalwhen the reviewperiod is short and themachines are in perfectworking condition.
An alternative is based on monitoring the status of the equipment and evaluating some of
their parameters. From the combination of these two options, a new model is presented in
[16], where performance loss is predicted by using failure rate and performance degradation
in conjunction with their derivatives and a Weibull distribution [17].
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In other works such as [7], current transformer failures are analyzed by Dissolved Gas
Analysis (DGA). Existingmethods are based onmonitoring every substance ratio in oil; limit
values are then established to determine all the possible failures [18]. The possibility of apply-
ing artificial neural networks and similar techniques to try to predict values is also presented
in [7]. Weibull [17] applies Principal Component Analysis (PCA) and back-propagation arti-
ficial neural networks (BP-ANN) to obtain a discrete transformer status (normal, waiting for
confirmation, abnormal). The accuracy levels reached are between 92 and 96% largely due
to the input data PC treatment. Without this technique, the accuracy varies from 69 to 75%.

2.2 Virtual organizations of agents

Organizations of software agents are increasingly common in current research. VOs are open
systems where groups of heterogeneous agents collaborate, and there is a clear separation
between the structure and function defining how the entities behave [19,20]. In [15], a VO
is defined as a collection of roles that maintain certain relationships with one another and
that take part in patterns of interaction with other roles in an institutionalized and systematic
fashion. VO can adopt different topologies, which Rodríguez presents in [21]: hierarchy,
oligarchy, coalition, groups, matrix, federations and congregations. The topology that is best
suited to the proposed system is group one, where groupings of cooperative agents work
together to achieve a common goal. This kind of topology is usually applied when solving
problems and can be achieved better with joint work. In order to face the sampling objective,
all the TTs involved in the revision process have to collaborate to determine the subset of
TTs that must be reviewed, which is their common goal.

Different VO architectures have been proposed in recent research in an attempt to deal
with problem management and planning [21]. This work is no centered in the definition of
newmanagement or planning system in VO, the main goal of this work is to involve planning
the reviews for a set of selected TTs. The use of open VO allows to modify agents and their
assigned roles at runtime, this makes it easier to alter functionalities in the case of having to
modify different parameter estimation procedures.

2.3 Complementary technologies

Different artificial intelligence techniques have been used in this work. Artificial Neural
Networks (ANN) and Case-Based Reasoning (CBR) systems are the most significant.

ANN can be applied in many fields to classify patterns, make clusters, or perform pre-
dictive, optimization and control tasks, among others. Among neural networks, this work
focuses on neural networks of supervised learning applied to prediction, among the most
well-known existing neural networks we have the multilayer perceptron (MLP) [22]. Radial
basis function (RBF) [23] or recurrent neural networks as long-term memory (LSTM) [24].
This technique has been used for years now in electric applications, primarily to estimate,
predict failures, predict risks or traffic flows, among others [23–27]. Although it is not a new
artificial intelligence technique, the use of ANN is still a trend and is especially useful in
predictive maintenance [28], which is the maintenance model used in this work. In addition
to neural networks, there are other models that can be applied in prediction systems such as
Support Vector Regression (SVR) or different linear and nonlinear models. Although these
models do not work in general, they are applicable in certain case studies [29,30]. In this
work we opt for handling a multi-sensor perceptron since, according to Kolmogorv, any
function can be accurately approximated by a single hidden layer. In addition, we introduce
restrictions on the number of hidden layer neurons and the functions of activation and trans-
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fer. However, these activation and transfer functions were only designated to exist; however,
they are not meant for calculating the approximate, since this results in inaccuracy, instead
generic functions are used.

CBR tries to adapt old solutions to meet new demands, using old cases to explain new
situations or critique new solutions, and applying a reasoning process to previous cases to
interpret a new situation or create an equitable solution to a new problem [31]. Themain CBR
process involves the cases that define a problem, the solution and the final result. In addition,
when the system receives a new case, that case is solved by a reasoning cycle composed of
the following stages: retrieve, reuse, revise and retain. In these stages of the reasoning cycle,
other machine learning techniques can be introduced that allow to calculate the solution to
a new problem from the most similar cases recovered. In the current case, a CBR is used
to access previous solutions and adapt them to the demand for new TT reviews. Parameters
usually depend on the TT structure and location, so TTs that are near each other and share a
similar structure are supposed to share their behavior.

This case study uses a CBR system that incorporates an MLP neural network, which is
described in the following section.

3 Proposal

The objective of this study is twofold: first, to predict the resistance of existing TTs with
unknown values; and second, the most important objective, to reduce the number of TTs
to be reviewed with samples. To carry out these tasks, a multi-agent system (MAS) based
on virtual organizations (VOs) of agents is proposed, which follows the structure shown in
Fig. 1.

As shown, there are threeVOs. Themain one is ‘Data processing’, which includes different
roles to process the information. The information is managed by the agents that implement
the roles included in the ‘Information’ VO. Finally, the third VO, ‘Communications’, is
responsible for processing all the messages exchanged between the system and the user.

In the ‘Data processing’ VO, there are 4 roles to predict: resistance, resistivity, Kp (step
potential) and Kc (touch potentials). An additional role provides a MLP to carry out these
predictions. The Kp and Kc values are calculated by the Kp agents and the Kc agents,
according to the KR value, by using the MLP implemented by the MLP agent. Resistance
and Resistivity roles are implemented by two agents which are in charge of calculating the
values for the resistance and the resistivity by applying the algorithm described in Sect. 3.1.

Other virtual organizations have less importance in the system. The ‘Information’ VO
contains three roles. The TT role is implemented by a set of agents that represent the infor-
mation of every TT included in the system. There is also a Line role, implemented by an
agent that manages the relationship of a set of connected TTs. The third role included in this
VO is Sampling, implemented by an agent that represents the sample of towers to be revised.

The ‘Communications’ VO includes roles to receive and send messages to the web
application (represented by a User agent) and the delivery of the received messages to the
system. Themessages are first sent to the InformationVO,whichwill use the agents allocated
in the data processing virtual organization when needed.

The agent systemhas been developed by using aVO-basedMASplatformcalled PANGEA
[32], which uses FIPA ACL for the message structure specification [33]. PANGEA also
incorporates agents that are not illustrated in Fig. 1, such as the manager agent, the service
agent, the normative agent, the organization agent, the information agent, the database agent
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Fig. 1 Virtual organizations of agents schema

which is in charge ofmanaging the norms that control theVO, the existing agents, the services
and the communications that take place in the VO. A greater description of these agents can
be obtained in the works [32]. All the roles included in the VOs are explained below:

– User: This role is implemented by agents in charge of the direct interaction between the
users which access through the web browser and the functionality of the system.

– WebBridge: This role is implemented by one agent in charge of receiving the PHP
requests from the User agents and translate them to FIPA/ACL. To do this, a socket
service is open to listen petitions through the port 1234. Whenever a new message is
received through the socket, this agent sends the received string to the Broker agent.
When a response is obtained, the WebBridge agent resends it through the socket to the
User agent that initiated the operation.

– Broker: This role is implemented by one agent in charge of dispatching all the messages
received from theWebBridge agent to the corresponding agents; this depends on the type
of the received message. Once the response is received, the Broker agent sends it to the
WebBridge agent.

– Kc: This role is implemented by agents that, when they start the execution, they load
the data from a trained network in order to predict the Kc value. If there is no previous
training, the agent trains the network.When a message is received from the Broker agent,
the Kc agent uses the KR value to obtain the corresponding predicted Kc value by using
the neural network. Once the prediction is obtained, the resulting value is sent to the
Broker agent.

– Kp: This role is implemented by agents which first load the data from a trained network
to predict the Kp value. If there is no previous training, the agent trains the network.
When a message is received from the Broker agent, the KR value is used to obtain the
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Fig. 2 CBR cycle for the resistivity and resistance estimation

predicted Kp value by using that neural network. Once the prediction is obtained, the
agent sends the value to the Broker agent.

– Resistance: This role is implemented by agents that load the data from a trained network
to predict the resistivity values. If there is no previous training, the agent trains the
network. When a new message is received from the Broker agent, the KR , resistivity and
temperature values included in that message are used to obtain the predicted resistance
value by using the network. Then, the predicted value is sent to the Broker agent.

– Resistivity: This role is implemented by agents that interact with the Broker agent to
obtain resistivity predictions from the existing values by considering the filters specified
by the user.

3.1 Resistance and resistivity estimation

To estimate resistance as related to the different measured parameters, the only parameters
used are those that were shown to influence the final value. To determine what the most
influent parameters are, the correlation analysis and Kruskal–Wallis [34] methods were used.
Kruskal–Wallis method is used to test if a dataset has originated from the same distribution,
determining the dependency between the studied variable and the rest of variables.

Once these parameters were known, the estimation was carried out by a CBR system,
as shown in Fig. 2. The case memory is grouped by the TT types as defined by their KR

value. To group them by their KR value, Partitioning Around Medoids (PAM) is applied;
the Henning and Liao [35] proposal is then used to determine the number of clusters. More
specifically, three clusters are generated from a list of approximately 60.000 TTs in Spain,
of which we only have values for the location and the KR value. In these three clusters, the
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cases base is organized so that every case contains: resistivity, temperature, humidity, KR

and resistance values.
Every cluster has a trained MLP where the inputs are resistivity, humidity, temperature

and KR , and the output is the resistance. The input and output values of the neural network
are rescued in the range [0.2, 0.8] since the selected activation function is sigmoidal and we
do not want any extreme values for the training. In the middle layer 2n+1 neurons are placed
where n is the number of neurons in the input layer. This criterion is based on Kolmogorov’s
theorem.

In the recovery phase, the system recovers the previously trained network associated with
the new KR value. In the adaptation phase, the network is used to generate the prediction.
Finally, the data and training are updated in the revise phase.

With regards to the proposed CBR algorithm, its input is based either on the known
information about a TT that already exists in the system, or a fictitious TT to be placed in
a determined location. The only difference for the algorithm is the evaluation of the nearest
neighbors.

First, the nearest neighbors have to be found and identified according to different estab-
lished parameters such as themaximumdistance to be considered a neighbor, or themaximum
number of neighbors to use.

Once determined, if the TT resistivity is unknown, it is estimated by the Inverse Distance
Weighting (DW) method by applying this equation:

ρ̄ =
n∑

1

ρ(T Ti ) ∗ Dmax/di∑n
1 Dmax/di

(1)

where ρ(T Ti ) is the resistivity of the i th TT, Dmax is the largest distance is the distance of
the i th TT. The equation provides the resistivity value with an estimated deviation of σ 2 (2),
where:

σ =
√√√√1

n

n∑

1

(ρi − ρ̄)2
Dmax/di∑n
1 Dmax/di

(2)

When the resistivity value and range of the TT are obtained, the value of the resistance
can be estimated. In order to estimate the resistance, an artificial neural network is used,
specifically, anMLPwith four inputs: resistivity, KR value, ground humidity and temperature.
The hidden layer consists of 9 neurons and provides a single output with the value of the
estimated resistance.

In addition, agents that implement Kc and Kp roles find the relationship between the KR

value and the Kc and Kp values. To carry out the search of those relationships, another CBR
system has been included (Fig. 3). Its behavior is equivalent to both Kc and Kp values. To
estimate a new Kc and Kp value, the corresponding ANN is recovered in the first step. In the
reuse step, the network is used to estimate the value and, finally, the revise and retain steps
store the values once they have been checked. TheANN is trained periodically bothmanually,
by using a graphic user interface to facilitate the process, and automatically, when a defined
number of new cases has been included in the system. In manual training, the evolution of
the error is analyzed with a set of training data. When the error begins to reduce at a slower
rate, the neuronal network is validated with the test data. The training continues, while the
error produced in the data of the test reduces.

The ANN functioning and configuration for both step and touch potentials assume the KR

value to be the following: an input neuron with the KR value, an output neuron with the Kp
or Kc value as appropriate, 3 neurons in the hidden layer and sigmoid activation functions.
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Fig. 3 CBR cycle to predict Kc and Kp from KR

The individual neurons of the network have a bias and the momentum is included during the
ANN training (3) [36].
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d p
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where θ
p
k is the bias associated with the neuron k of the output layer, j is the weight between

neuron k in the hidden layer and neuron in the output layer, η is the learning rate, d p
k is the

desired value for the neuron k in the output layer, y pj is the output value for the neuron j
in the hidden layer, and μ is the momentum. Bias and input layer weights are updated as
defined in equation (4).
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θ
p
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−θ
p
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(4)

where w
p
ji is the weight between neuron i in the output layer and neuron j in the hidden

layer, x p
i is the input value for the neuron i , and θ

p
j is the neuron j bias in the hidden layer.
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3.2 Sampling

The main objective of this work is to reduce the number of reviews in order to reduce the
maintenance cost of TTs. To attain this objective, a new algorithm was proposed. It uses
several TT parameters as inputs, such as the KR value, which determines the type of the TT,
and the TT resistivity value to create stratums which are defined based on both parameters.
The proposed algorithm is shown in Algorithm 1 which follows these steps:

1. The sample provided as an algorithm input is analyzed to determine how many KR

intervalswill be generated. For every interval, a list with the correspondingTTs is created,
so TTs are now grouped by type (KR value).

2. All lists are sorted in ascending order according to TT resistivity.
3. Once the lists are sorted, the deciles are calculated for each of the lists created according to

the resistivity of similar KR TTs groups (step 2). The lowest (ρmin) and highest resistivity
(ρmax) values of every list are also stored.

4. For every list of KR groups (step 2), there are 10 sublists (step 3) containing TTs with
a similar structure (associated with the KR value) and resistance. The algorithm will
now contain lists (equal to the number of KR intervals selected in step 1), which are in
turn divided into 10 sublists (d), which are generated after calculating the deciles in the
lists found at the first level. Variance (sigma2) is calculated and stored for every sublist
created in step 3.

5. The maximum error e is calculated and stored for every sublist from step 3. This error
is considered as the maximum between 0.1 mid-point of one decile and 0.1 distance of
each decile (5):

e[i][ j] = max[0.1 ∗ ρmin[i][ j] + ρmax[i][ j]
2

, 0.1 ∗ (ρmax[i][ j] − ρmin[i][ j])] (5)

6. From the sublists generated in step 3, the variance σ 2 calculated in step 4, and the
maximum error calculated in step 5, the number of TTs to be reviewed for every sublist
is defined by the following equation:

sampleSi ze[i][ j] = |d[i][ j]| ∗ z2 ∗ σ 2[i][ j]
((|d[i][ j]| − 1) ∗ e[i][ j]2 + z2 ∗ σ 2[i][ j]) (6)

where: |d[i][ j]| is the size number of TTs of the decile d[i][ j], sampleSi ze is the
number of TTs to review for every sublist, z = 1.9599, σ [i][ j] is the variance of the
decile d[i][ j], e[i][ j] is the maximum error allowed.

7. The output of the algorithm, sampleSi ze is provided for every sublist d .

If the sample size is too high in any of the sublists d , a variant of the algorithm is applied,
as explained below:

1. Both the selected sublists d and the calculated number of reviews are taken as input.
2. A new and empty sublist is created where the lower value in the resistivity sublist is

stored.
3. Then, the list is iterated and:

– If the i th element is higher than themaximumnumber of reviews allowed, the average
value between the i th decile and the (i + 1)th decile is inserted into the list and then,
the (i + 1)th.

– If the i th element is not higher than the maximum, only the (i+1)th value is inserted.

So the corresponding subdivision ranges are being inserted into the decile list.
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Algorithm 1 Sampling algorithm

1: function sampling( ¯T T )
2: T TKR = groupByType( ¯T T ) � Step 1: Get n TT lists grouped by KR intervals
3: n = |T TKR | � n is the number of TT types
4: for i = 1; i ≤ n do
5: dimi = |T TKR [i]| � dimi is the number of elements in every type
6: ¯T TKR [i] = orderByResistivity( ¯T TKR [i],asc) � Step 2
7: for j = 1; j ≤ 10 do � Step 3
8: ¯d[i][ j] = getResistivityDecile( j , ¯T TKR [i])
9: ρmax[i][ j] = getMaxResistivity( ¯d[i][ j]) � Higher resistivity value for decile j of the list i
10: ρmin[i][ j] = getMinResistivity( ¯d[i][ j]) � Lower resistivity value for decile j of the list i
11: σ 2[i][ j] = getResistivityVariance( ¯d[i][ j]) � Step 4
12: end for
13: end for
14: for i = 1; i ≤ n do
15: for j = 1; j ≤ 10 do
16: e[i][ j] = getMaxError( ¯d[i][ j], ¯d[i][ j + 1],ρmax[i][ j],ρmin[i][ j]) � Step 5: Get maximum error
17: end for
18: end for
19: for i = 1; i ≤ n do
20: sampleSi ze[i][ j] = |d[i][ j]|*z2/((|d[i][ j]|-1)*e[i][ j]2+z2*σ 2[i][ j]) � Step 6: get sample size

for every ¯T TKR [i]
21: end for
22: return sampleSi ze � Step 7: return the sample size for every ¯T TKR [i]
23: end function

4. With this new list, steps 4–7 from the Algorithm 1 are applied.
5. If the number of reviews is still too high, the algorithm returns to step 1 of this algorithm

and the process is repeated.

4 Results

The dataset used to create the system has a revision history of 600,000 TTs operating over
42,000 km. of high voltage power lines. This dataset is provided by one of the companies
that participate in this work and it cannot be published. However, data could be generated
with a simulator. The range of values used for the most important parameters is described
below:

KR values, as mentioned, are related to the type of TT. The company only uses three
types of TT in Spain, whose values are included in the following ranges: (0.089–0.155),
(0.491–0.4991), (0.6–0.672).

There are no available digital resistivity maps of Spain, so the last resistivity value stored
in the revision history of each TT has been used. Resistivity is a value that normally ranges
from (1 to 1000) �m. In the current case, we have resistivity values between (1 and 432.94)
�m.

The resistance values of TTs must be lower than 20 � because it must be lower than the
resistance of a human body, so in case of an electric shock, the current flows through the
structure of the TT to the ground, instead of doing it through the human body.

The result of the process is a software application with a series of tools for companies in
charge of reviewing the TTs. In this application, users can select one or more lines (every
line includes a set of TTs) to be reviewed, and the system will show the user a subset of TTs
to review that would ensure that the system works fine with a confidence level of 95% (this
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Fig. 4 Web application, sampling results

percentage is directly related to the value of z). This makes it possible to reduce the number
of TTs to be reviewed, with the added benefit of improving efficiency and reducing costs.

Figure 4 shows the process to execute the algorithm and obtain the result. The figure shows
an example where some TTs close to the region of Valencia (Spain) are selected (“a”) and
shown on the map (“b”). When the algorithm is executed, the system proposes the review
sample. In this case, 42 TTs from the initial 119 TTs are proposed (“c”). The list identifies
all the TTs that have to be reviewed. The user can see where the proposed TTs are on the
map, as well as the details of every algorithm step by using the different options.

The web application provides a functionality to determine the best structure model to use
in every location. In addition, unknown resistivity and resistance values of existing TTs can
be estimated. This is a very frequent situation because there is no information frommost TTs
throughout Spain. Figure 5 shows an example of this functionality, where values for a new
TT (represented by the red marker at “3”) are estimated by taking into consideration just 5
neighbors (this is for demonstration purposes only; in reality, 5 is a really poor number for
real cases), represented by blue markers.

In general, the efficiency of the algorithm is evaluated according to the accuracy of the
estimation and the proposed reduction percentage, which are shown in Tables 1 and 2. To
evaluate the system, 1600 TTs were reviewed and 1200 were included in the system. Then,
the algorithms were applied.

First, the resistivity and the resistance of the remaining 400 TTs were estimated. When
the real value is inside the range estimated by the system (the proposed value± the deviation
value), it is considered correct, otherwise is a mistake.

The system shows a very high accuracy (98.85%) when estimating values for TTs whose
neighbors were within an average distance of 1 km. The value is slightly lower when the
average distance is increased to 5 km, 97.74%. Taking longer distances into account for the
estimation makes no sense if there are enough neighbors at a closer distance.

Regarding the sampling algorithm that reduces the number of TTs to be reviewed from a
selected set of TTs, the system achieved the results shown in Table 2.
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Fig. 5 Web application, new or existing TT values prediction process (color figure online)

Table 1 Accuracy percentage on
the estimation according to the
mean distance

Average distance (km) Accuracy of the estimation (%)

∼ 1 (km) 98.85

∼ 5 (km) 97.74

Table 2 Reduction percentage depending on the number of selected TTs and the average distance

TTs Average distance (km) Proposed TT Reduction (%)

100 ∼ 50 27 73

200 ∼ 50 35 82

500 ∼ 50 64 87.2

800 ∼ 50 83 89.625

800 ∼ 300 154 80.75

The reduction percentage is higher when considering TTs with the closer average distance
and when more TTs are selected.

The economic savings obtained because of this reduction are not directly linked to the TT
revision reduction percentage. When evaluating the costs associated with revisions, different
indirect parameters are related, such as the time that operators take to access the TT. Due
to the characteristics of the sampling algorithm, the TTs that operators have to check are
usually far from each other (since TTs that are close usually have common characteristics),
so the cost of displacement increases.
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5 Conclusions and future work

As previously seen, the best results are achieved when the more TTs are selected and when
their average distance is closer. This is because of the heterogeneity of the ground. Therefore,
when a full database with the resistivity of all TTs is built, this will not represent a problem,
suggesting the efficiency and accuracy of the system is expected to increase with future work
as the information and the values of existing TTs become more complete.

The current methodology requires that all TTs are revised. The proposed tool based on
predictive maintenance would reduce the maintenance costs since only a part of the existing
TTs would need to be revised. At present, no similar tools are applied to this problem.

The advantage of using VO is the ability to apply new prediction techniques without
modifying other parts of the system, so the techniques applied could be edited in the future
when all the data are real.

In the developed system, CBR systems are used to store the information of the reviewed
TTs. In order tomake predictions, CBR systems incorporate neural networks in their technical
stages. These prediction techniques are updated dynamically according to theCBRdefinition.
Consequently, the CBR system allows to define the systems evolution process as New data
are being added to the system.

As stated, the process of training neural networks can be automatic. Automatic training
is based on the decrease of error form a dataset used for validation. This automatic process
hinders the possibility of applying other techniques, such as statistical regressionmodels. This
is so, becausewhen applying concrete regressionmodels data is required to follow a particular
distribution; this cannot be achieved automatically, instead, manual labor is necessary.

Consequently, that is precisely the future work for this project. It is necessary to increase
the real cases database in order to evaluate the system with more real data and obtain better
results which are not dependent on the ground resistivity estimation.

Another interesting line of research that has been dealt with in this work and will be
continued is the analysis of the relationship between economic savings and TT revision
reduction provided by the presented sampling system.
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