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Abstract. This paper presents an adaptive architecture that allows centralized 
control of public lighting and intelligent management, in order to economise on 
lighting and maintain maximum comfort status of the illuminated areas. To car-
ry out this management, architecture merges various techniques of artificial  
intelligence (AI) and statistics such as artificial neural networks (ANN), multi-
agent systems (MAS), EM algorithm, methods based on ANOVA and a Service 
Oriented Aproach (SOA). It performs optimization both energy consumption 
and economically from a modular architecture and fully adaptable to the current 
lighting systems possible. The architecture has been tested and validated  
successfully and continues its development today. 

Keywords: Light sensors, intelligent systems, distributed systems, Autonomous 
control, Street lighting. 

1 Introduction 

Nowadays, the concept of Smart Cities is increasingly a common trend in technologi-
cal projects. The balance with the environment and natural resources is a practical and 
responsible key for these paradigms, which aim to achieve a state of comfort for citi-
zens and institutions based on sustainable development. In this respect, talk about 
energy efficiency is paramount, not only to reduce energy costs, but also to promote 
environmental and economic sustainability. 

One of the main costs faced by councils in towns and cities is the lighting bill. Ac-
cording IDEA [1], throughout the 2010 in Spain there were about 4,800,000 points of 
light with an average power of 180 W and 4,200 hours of annual use. Representing an 
electricity consumption of 3,630 GWh / year, this is excessive consumption. The 
technological advances that are experiencing external lighting installations along with 
its intelligent use will allow reducing that as high consumption.  

This research appears from a greater project by the research group of BISITE (Bio-
informatics, Intelligent Systems and Technology Education) of the University of Sal-
amanca, which is to build a system that allows centralized control street lighting as 
well as an intelligent management, in order to economize on illumination and main-
tain maximum comfort status of the illuminated areas. This is to avoid excessive illu-
mination of areas, as there are many times that it is not necessary to maintain  
maximum light intensity for an optimal service. 
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To validate the system in an experimental research level, a small test case is avail-
able, consisting of a portable installation of 5 luminaires with specific hardware. The 
functionality to be achieved is divided into two modules. 

One module shall be responsible for the direct management of the various installa-
tions and control panels and will serve as a communication layer with each site, so as 
to allow as much control and monitoring in almost real-time of each facility and even 
luminaire. In this sense, the system must provide a service interface that can be ac-
cessed for each installation using a standardized interface independent of the underly-
ing technology and hardware of each installation.  

The other module, explained in this article, will have as its main objective the 
management of the lighting schedule for each installation, consumption management, 
and prediction. In this regard, a light planning is defined as light output level for each 
installation offered hourly. This light planning must be possible by programming user 
preferences, or by observing different decisive environment factors in determining the 
appropriate level of brightness for each site at each time. Thus, different factors come 
into play: astronomical clock, weather and traffic and pedestrian flow. Moreover, it 
will be interesting to make a prediction of consumption by the light patterns assigned 
to each zone, depending on its economic rate. 

To carry out this management, the built system combines different statistics and ar-
tificial intelligence (AI) techniques such as artificial neural networks (ANN), multi-
agent systems (MAS), EM algorithm, methods based on ANOVA and a Service  
Oriented Approach (SOA) [5]. 

The article is structured as follows: Section 2 shows a state of the art concerning 
projects and research conducted in the field of Smart cities and light control, showing 
the most commonly used techniques in this field and carry out a comparison between 
them and the system presented. Section 3 shows the presented system, its operation 
and details of the techniques used. Section 4 describes the case study developed for 
system validation and finally, Section 5 some results and conclusions of this work. 

2 Background 

The concept of smart cities, smart environments, or smart homes [2]  itself is still 
emerging in our society. Make a "smart" city is one of the objectives currently most 
often heard at the research as a strategy to mitigate the problems caused by the rapid 
growth of the urban population. Problems such as lack of resources, pollution, traffic 
congestion and deteriorating infrastructure are some of the many problems that  
increasingly large urban populations face [3].  

One of the many definitions of Smart Cities is: “The use of smart computing tech-
nologies to make city services more intelligent, interconnected and efficient - which 
includes administration, education, health care, public safety, real estate, transporta-
tion and utilities.”[4]. It seems clear that the purpose of these is sustainable economic 
development, based on new technologies (ICT) to provide better quality of life and 
prudent management of natural resources through the engagement of all citizens. 
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Today, more and more cities around the world are committed to develop pilot pro-
jects related to this movement, some even in Spain, such as SmartSantander 1: for 
now the city has a great display of parking sensors to indicate to drivers the free sites. 
They also have a municipal Wi-Fi network that aims to cover the entire village, and 
even augmented reality applications to boost tourism. Málaga Smart City2: the project 
aims at saving energy by micro power management: energy storage in batteries for 
use in buildings, street lighting and electrical transport, promoting the use of electric 
cars, etc. Smart City Valladolid-Palencia3: considers two cities, adding transport be-
tween them as a problem and has smart meter network, integration of electric cars, 
energy efficiency in buildings, traffic organization, etc. 

The current research works include the implementation and control of distributed 
lighting systems to facilitate the implementation of new infrastructure in a city or the 
optimization of existing infrastructure; further integration with other control systems 
and optimization of heating, cooling or controlling air quality. For instance, in [6] it 
presents a systematic approach to the modeling, optimization, control, and adaptation 
in a color-tunable LED lighting control system. Through light sensor feedback, the 
control system is able to achieve significant energy savings without substantially sac-
rificing lighting quality. The key techniques used here are an appropriate choice of 
cost function based on color metrics and the trade-off between quality of light and 
energy consumption for LED lighting systems. The authors in [7] employ formal 
methods for design a graph model, accompanied by means of control, including AI 
methods (rule-based systems, pattern matching) to design and control an outdoor 
lighting system. In this case, the work is focused only on the design phase and the 
control phase designing features such as dynamic, sensor-based control, multiple 
luminaire states and complex geometries. Other research on lighting control systems 
base their operation in image processing [8], fuzzy systems [9], cooperative methods 
and wireless sensor network (WSN) [10] or simulation algorithms  [11] and predictive 
control [12] for energy optimization.  

There are also some tools already developed as Lites4, that has temperature sen-
sors, ambient light, power, motion detection; CityLight5, that allows remote manage-
ment of lighting, fault detection and planning lighting patterns manually or Tvilight6 
that regulates the lighting based on presence sensors and maintains minimum  
brightness in inactive hours. 

 

                                                           
1  http://www.smartsantander.eu/ 
2  http://www.lacatedralonline.es/innova/system/Document/ 
attachments/12351/original/IDCCiudadesinteligentes.pdf 

3 http://www.valladolidadelante.es/lang/modulo/ 
?refbol=adelante-futuro&refsec=smart-city-vyp&idarticulo=79302 

4  http://www.lites-project.eu/lites-led-based-intelligent-
street-lighting-energy-saving 

5  Teliko http://www.teliko.com/en/ 
6  http://www.tvilight.com/ 
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This paper presents an adaptive architecture that allows centralized control of nu-
merous public lighting installations. Specifically, it allows distributed and real-time 
intelligent control based on prediction and analysis techniques of lighting, one of the 
main shortcomings of the systems listed above. From a modular architecture fully 
adaptable to the current lighting systems possible, an energetic and economic optimi-
zation is possible. The architecture has been tested and validated successfully and 
continues its development today. The following sections describe the operation and 
technologies used in it and the results currently obtained.  

3 Proposed Architecture 

The system presented aims to frame the intelligent management of all public lighting, 
including monitoring and real-time control of the lights, and the establishment of 
lighting patterns that fit with the use of the public highway installations.  

The following figure shows the context of the system, mainly composed of the 
control software (Intelligent Street Lighting Software) and the set of public-lighting 
installations, accessible via the internet. Facilities include special hardware for global 
and individual control of each luminary, while communication between devices is 
done by PLC. The control software is composed of three modules: 

 
- The hardware abstraction layer allows communication with facilities regard-

less of the underlying hardware. 
- The management server contains both device management and intelligent  

algorithms for efficient energy management. The "Data sources" module 
captures information related to pedestrian and traffic flow, weather data, and 
data about the monitoring of the facility. The "Data analysis" module deals 
with the study of information collected for the detection of foot traffic pat-
terns, management of neural networks to predict consumption from light in-
tensities, and estimates of consumption online. Finally, the “Luminosity  
patterns generator” module allows the creation of adequate light planning 
suitable for the specific facility lighting depending on the standards of pedes-
trian flow and weather conditions of each case. 

- The web application provides access to all functionality for configuring 
lighting schedules, monitoring and control of facilities.   

 
The ideal goal of the street lighting architecture design is that it can work well and 

provide safe and stable street lighting control for our daily life without human inter-
vention. But human users should know whether the system is working normally or 
not. So the interaction between the system and human users is necessary. The system 
should also be controlled by human users manually in some particular situations. The 
system includes the ability to automatically interact ("smartly") or manually according 
to the lighting used and the needs of the specific case study. 
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Fig. 1. Main system components 

3.1 Work Flow 

The establishment of adequate lighting configuration for each environment is one of 
the objectives of this project, meaning light configuration like a set of times at which 
the area is illuminated and the brightness levels associated with each time. This will 
save on lighting consumption, maintaining the state of maximum comfort in the light-
ed areas, as there are many occasions where it is not necessary to maintain a maxi-
mum level of light intensity to provide optimal service to the area, causing excessive 
consumption. 

In the presented system the light designs can be set in a manual or smart way. In 
the first, the user is encouraged to plan the time slots (in hours) and the luminous flux 
of each time slot. In the second way, we proceed to the observation of different envi-
ronmental factors that may be influential in determining adequate lighting for the 
particular area, such as flow or pedestrian traffic, or weather conditions each time, 
which influence the level of ambient light, especially near the hours of sunrise and 
sunset times.  

The flow diagram of Figure 2 shows the procedures to complete the light patterns 
depending on ambient factors and the different user preferences. It is possible to ob-
serve, with common parts, two different workflows, which correspond to the process 
of generating light patterns for a given period of time. One of the flows can generate 
patterns without establishing a maximum estimated expenditure, and the other, setting 
it. Maximum expenditure means the maximum amount to spend on lighting bill for 
the period over which the light patterns are concluded. 
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Fig. 2. Workflow procedures followed for lighting 

Both processes share the initial logic. As a first step, historical data of pedestrian and 
traffic flow of several weeks are taken. Subsequently, a classification is performed by 
analysis of variance (ANOVA) [13] to determine what day of the week patterns share 
pedestrian and traffic flow according to the different hours of the period. 

The periods (days) that share the same characteristics, according to this analysis, also 
will share luminous pattern. To determine the set of similar days is necessary to take 
into account different variables such as day of the week, time of day and the volume of 
people / traffic that is located in that time slot and day of the week. Not being quantita-
tive variables is necessary to apply cluster techniques such as ANOVA to draw similari-
ty between groups. Here is to be applied two-way ANOVA with repetition. The factors 
are the day of the week and the time slot, the time slot is considered factor group. 

After obtaining the groups of days, for each group is applied a clustering algorithm 
(Expectation-maximization EM) [14][15] to determine at what time of night usually 
spend a similar number of pedestrians or traffic. These clusters of hours generated for 
each group of days will result in different light levels appropriate to pedestrian or 
traffic flow.  

After these two steps, the flowchart shows a bifurcation. The left branch corre-
sponds to the process to follow if you do not set a maximum expenditure, which 
mainly follows a simple process of adjusting lighting levels based on the proportion 
of generated clusters after EM technique for each group of days. Moreover, the right 
branch serves logic followed when a maximum flow is established. The steps fol-
lowed in this last branch focus primarily on optimal distribution of the amount with 
which it has to provide the same light levels in scenarios with similar environmental 
characteristics. At all times a minimum configurable brightness is guaranteed, be-
cause in order to comply with the appropriate legislation, the area will not be left with 
insufficient lighting although the amount entered by the user is less than the cost of 
this. The distribution amount is performed based on features such as hourly rate, with 
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or without time restrictions, the evening hours that can affect and the proportion of 
clusters based on traffic and pedestrian flows. 

The two branches obtain different light patterns depending on the groups of days 
generated with the ANOVA technique. The penultimate step in the flowchart is 
shared and consists of the prediction of the spending of the lighting design completed, 
which in the case of the branch with maximum expenditure, will coincide with a small 
margin of error depending on the expenditure estimation technique used. The estimate 
of expenditure is performed by a neural network MLP (Multi-Layer Perceptron) 
[16][17] that predicts power level in function of lumens and is trained with historical 
data of the luminaire type used in each installation. 

The other shared step in the workflow, optional for users, is a replanning that is 
performed periodically to adjust light patterns established previously to climatic con-
ditions. This process consists in checking the prediction of the weather to advance or 
delay the time on and off lights in the hours of dawn and sunset. This is for that the 
lighting design conforms to the lighting conditions of the place in which the system is 
installed. In this way, for any day in which bad weather (rain, fog, etc.) is expected, 
the system will turn off the luminaries sooner or later that the usual hours, coinciding 
with the hours of dawn and sunset each day. This process is repeated weekly, so that 
the light patterns are sent weekly to the control node of the area. 

3.2 Distribution of Expenditure 

To calculate the distribution of the maximum ET  in Z time entered by the user is first 
necessary to calculate the minimum amount of expenditure Emin to a minimum bright-
ness Lmin. This time period has Nh overnight hours. One MLP network is used to predict 
the spending power of the luminaires used depending on the required level of bright-
ness. The additional expenditure E will be distributed for generating light patterns. ܮ௠௜௡ → ௣௢௪ܣܴܰ → ௠௜௡ݓ݋ܲ ௠௜௡ܧ  = ܧ ௠௜௡ ܰℎݓ݋ܲ = ்ܧ − ௠௜௡ܧ  

(1)

The first step taken is to distribute the amount E between groups of days gi gener-
ated in the ANOVA process. This distribution is based on the number of hours of 
night Nhi of each group i and pedestrian and traffic flow Pi that exists in that group. 

The calculation of traffic and pedestrian flow Pi of each gi is done by average peo-
ple who go through every night ܲ݀పതതതതത and the number of days Di that belongs to gi, 
taken the average of the historical data used before (Fig 1). The number of people is 
limited, and is equal to the upper bound in case of exceeding this bound. 

௜ܲ = ܲ݀పതതതതത ௜ܦ  
ܲ݀పതതതതത = ܭ ܬ1   ෍ ෍ ෍ ௜௝௞௄ݕ

௞ୀଵ
௃

௝ୀଵ
ூ

௜ୀଵ / j ∈ g௜  
(2)

Both Nh and P variables can have different degrees of influence ρ at the time of al-
location of the amount E. The extra expense of each group gi is given by equation (3). 
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௜ܧ =  ܰℎ௜ܰℎ ܧ ே௛ߩ + ௜ܲܲ ܧ ௉ (3)ߩ

Where: 

ܰℎ =  ෍ ܰℎ௜ ; ܲ = ෍ ௜ܲூ
௜ୀଵ

ூ
௜ୀଵ  

0 ≤ ே௛ߩ ≤ 1    ;    0 ≤ ௉ߩ ≤ 1 ; ே௛ߩ + ௉ߩ = 1 

(4)

Once the distribution of expenditure for each group is done, Ei, a process recurs 
distribution thereof, in this case between different times Fs of stating the electricity 
tariff associated with the area to be illuminated. To do this, we take into account the 
proportion (wir) and time of use in hours (nir) in each group mir (which represents the 
values that are classified in the EMr cluster of each group gi ANOVA), and the price 
of the energy in each time slot, Ls. 

 

Fig. 3. Area of time slots 

The figure above shows graphically a possible deployment scenario clusters mir re-
sult of the EM algorithm, where each cluster is represented by a rectangle. The x axis 
represents time in hours, while the y-axis represents the proportion of clusters (wir), 
which is determined by the average of pedestrian and traffic flow determined for each 
group mir. The distribution of expenditure Ei is done by calculating the total area of 
each time slot Fs weighted price of energy in these slots. Thus, a fair distribution of 
the expenditure is insured for, thus able to illuminate with the same light flow spaces 
schedules with similar environmental factors (3). 

௜௦ܧ =  ቌ෍ ݊௜௥ ௜௥ோ೔ݓ
௥ୀଵ ቍ ௦ܮ  ݔ

௜ܧ = ෍ ௜௦ௌܧ
௦ୀଵ  

(5)

௜௥ݓ =  ∑ ∑ ∑ ௜௝௞ ௄௞ୀଵ௃௝ୀଵூ௜ୀଵݕ ܭܬܫ  / j ϵ g௜ , i ϵ m௜௥  
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Once the distribution of expenditure for each time slot Fs of each group of days gi is 
made, the price of energy does not vary for each slot of the group. In this step, each 
expendture Eis becomes equivalent to the energy consumed in the slot s of the days 
that belong to the group i during the period of time Z, that the user chose at the begin-
ning of the process. The distribution of extra power (it will continue denoting as Eis) 
for each hour h ϵ Hirs (set of hours that belong to Fs slot grouped in subgroup mir 
hours, of the initial group gi) was performed similarly to the previous step manner, to 
continue to ensure a fair distribution. It will consider both the size of cluster wir as the 
number of hours used nir. ݌௛ = ௜௥ݓ  ݔ / ℎ ∈  ௜௥௦ܪ

௜௦ܧ =  ቌ෍ ݊௜௥ ௜௥ோ೔ݓ
௥ୀଵ ቍ  ݔ

(6)

The expression (6) denotes ph as the extra power to supply each hour h ∈ Hirs. In 
this way, the power to supply in each hour to all luminaries (pth) will be the minimum 
power (1) of each hour more extra power calculated ph. ݌௧௛ = ௠௜௡ܰℎݓ݋ܲ + ௛ (7)݌

At this point, the power supply to each luminaire in every hour (simply dividing pth 
by the number of luminaires) is known. For the resulting light output of the power 
supplied a MLP network that predicts light output from input power is utilized. The 
equivalence between luminous flux and power tends to be linear, so this approxima-
tion is quite accurate: in most cases, if you double the power is spent, it will get twice 
the luminosity. However, the use of MLP networks to predict luminosity based on 
power or vice versa, is performed for the sections in which it is not linear: each model 
of luminaire can light to a minimum power; moreover the expenditure of each lumi-
naire can be influenced by the facility in which it is (because it is necessary more 
hardware, etc.). Thus, the system achieves more accurately approximate the luminosi-
ty that is going to have with a certain power. Or conversely, the cost of having the 
lights burning with a certain luminous flux. Knowledge of the luminous flux which 
has every hour for each group gi presupposes already done the lighting pattern to be 
followed for each group of days. Whereupon, planning lighting design is approximat-
ed to the expenditure that the user wants to spend and to the pedestrian and traffic 
flow patterns in the area, depending of the desired degree of influence set. 

4 Case Study 

To develop the first prototype a hardware solution installed in a briefcase was pur-
chased. Fig.4 shows a photo of the prototyping environment that emulates an installa-
tion of five street lamps with a control node. Four lamps interior and one exterior  
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were used to test the control system while maintaining low cost hardware. Each lamp 
is controlled by an adjustable ballast that is behind it, hidden in the top panel. A  
luminaire controller regulates and monitors each ballast and liaises with the control 
node. 

 

Fig. 4. Prototyping environment that simulates an installation of five streetlights 

Luminaire controllers (ISDE brand ASL-510-TCH) are placed inside each lamp 
and communicate via PLC with the control node, but also can be placed at the begin-
ning of a line of street lamps. These controllers interpret commands received through 
the line to regulate the output of the ballasts of the lamps using the DALI protocol. 
Also they monitor the status of the lamps, the instantaneous consumption and power 
supply of each lamppost. 

The chosen control node is an Echelon Smart Server, a general purpose controller 
for automation of non-critical processes. In street lighting systems, is able to control 
and monitor up to 192 single or double lamps head through PLC. It offers a SOAP 
interface for configuration and remote management that has been used for integration 
with the developed system. The PLC signal injected by the control node replicates in 
three phases using a phase coupler [three-phase coupler PLC]. The network analyzer 
is the CVM-MINI brand model Circutor. It connects via a parallel port RS-485 to 
Echelon SmartServer, with which it communicates using the MODBUS protocol. For 
the prototype system for estimating pedestrian flow IP camera TP-LINK DSC-942L 
interior placed on a window was used. 

5 Results, Conclusions and Future Work 

Figure 5 shows some of the results obtained by using the system. The upper panels 
show data of pedestrian flow in two consecutive weeks (one week in purple and the 
other blue). After applying the analysis of variance traffic patterns are detected and 
rated day is done, resulting in two groups: green, weekdays, and blue, on weekends. 
The lower graphs show the generated light designs for each group of days. Using the 
EM algorithm, hours with similar traffic are detected, adjusting a luminosity level in 
each group. 
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Lamp post 
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Lamps

Safety switches
Three-phase PLC 
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this, the system is based on historical information of people flow and makes a 
clasification of days to find patterns of pedestrian/traffic flow. Based on these pat-
terns, the system establishes an appropriate lighting design for each type of day. In 
this sense, we have applied intelligent techniques and algorithms (ANOVA, EM clus-
tering technique, MLP) correctly and a process that fuses all together for the conclu-
sion of the lighting schedule is made. In addition, a distribution algorithm that reduces 
spending and complies with the minimum luminosity and brightness levels at all 
times is presented. Finally, the application also allows the user to query historical  
data related to the luminance calendars that have been established on site, and the 
historical use of them. 

In conclusion say that it is very difficult to find prototypes that are based on histor-
ical data of pedestrian and traffic flow to adjust the luminosity of the areas. The sys-
tems are often reactive, not predictive. The main reason for developing the system is 
based on the prediction of pedestrian / traffic flow is the savings in hardware. Place a 
camera in the area for pedestrians and vehicles spot for a while, is much cheaper than 
having every few luminaires a presence sensor that regulates the brightness depending 
on the passage of pedestrians and vehicles, in addition to the constant change light 
intensity emitted by the luminaires could punish excessively. Future work will focus 
on the following three aspects. (1) Add other sensors to the lamp member and investi-
gate how to use sensor fusion to further improve intelligence level of the system. (2) 
Develop a system of alerts that happen in the real-time hardware: cast a light,  
overvoltage on the line, etc. (3) Develop new algorithms to make the lamp members 
cooperate with each other. 

Acknowledgements. This work has been carried out by the project PIRSES-GA-
2012-318878. 
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