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Abstract. This paper describes ongoing multidisciplinary research which aims 
to analyse an to apply neural networks architectures to the emerging field of 
Knowledge Management. In this case, we illustrate the particular use of a novel 
connectionist architecture, characterised for its ability to capture some type of 
topological ordering. It has been used to build a part of a Global and Integral 
Model of Business Management, which provides a global improvement in the 
firm, in terms of flexibility, value and competitiveness. In this paper we ap-
proach knowledge management from a theoretical and practical point of view, 
showing the repercussions that their transformations from the inferior states 
(data and information) to the highest ones (knowledge and their management) 
have in the individual and organizational responsibilities. 

1   Introduction 

The rising tide of data can be viewed as a vital, big and necessary source of informa-
tion. This information may become knowledge. Knowledge management increases 
speed to market through the reuse of proven resources and methods; reduces costly 
mistakes; and ensures consistent excellent service. It enables rapid absorption and 
diffusion of new ideas, allowing organizations to sustain a competitive advantage by 
improving some aspects as operational efficiency, rate of innovation, organizational 
agility. This research is based, above all, on understanding the distinctions between 
transformations in forms of knowledge, starting from an inferior level -data and 
information- and advancing towards other higher levels, such as knowledge itself and 
its management, individual, and even organizational responsibilities.   
In order to achieve our goals we apply a novel method which is closely related to 
factor analysis (FA) and exploratory projection pursuit (EPP). It is an artificial neural 
model based on the Negative Feedback artificial neural network, which has been 
extended by the combination of two different techniques. Initially by the selection of 
a proper cost function from a family of them, to identify the right distribution related 
to the data problem. This method is called Maximum-Likelihood Hebbian learning 
(MLHL) [5]. Then, lateral connections derived from the Rectified Gaussian Distribu-
tion [10] [11] were added to the MLHL architecture [5]. These enforced a greater 



sparsity in the weight vectors. We have kept our attention, specifically, on the 
problem of knowledge management from a pragmatic and managerial point of view 
that contemplates the possibility that knowledge can be classified and organised in 
order to achieve a better understanding.   

2   A Neural Exploratory Method  

The architecture used in this study is based on the Negative Feedback Network [7]. 
Consider an N-dimensional input vector, , and a M-dimensional output vector, , 
with W being the weight linking input  to output i  and let 

x
j

y
ij η  be the learning rate. 

We can express this as: 
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The activation is fed back through the same weights and subtracted from the inputs
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After that simple Hebbian learning is performed between input and outputs: 
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This network is capable of finding the principal components of the input data [7] in 
a manner that is equivalent to Oja’s Subspace algorithm [9], and so the weights will 
not find the actual Principal Components (PCA) but a basis of the subspace spanned 
by these components. Factor Analysis is a technique similar to PCA in that it attempts 
to explain the data set in terms of a smaller number of underlying factors. However 
FA begins with a specific model and then attempts to explain the data by finding 
parameters which best fit this model to the data.  

Let the residual [8] after feedback have probability density function 
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     A general cost function associated with this network is 
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where K is a constant. Therefore performing gradient descent on J we have 
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where T denotes the transpose of a vector.   



Therefore the network operation is as before (feedforward (Eq.1), feedback (Eq.2)), 
but now the weight change is as follows: 
 
weight change:               ( ) 1||.. −=∆ p
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This method has been linked to the standard statistical method of EPP [6, 5]. 

3    The Cooperative Mode 

The Rectified Gaussian Distribution (RGD) [11] is a modification of the standard 
Gaussian distribution in which the variables are constrained to be non-negative, ena-
bling the use of non-convex energy functions.  
The multivariate normal distribution can be defined in terms of an energy or cost 
function in that, if realised samples are taken far from the distribution’s mean, they 
will be deemed to have high energy and this will be equated to low probability. More 
formally, the standard Gaussian distribution may be defined by:                                                                      
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The quadratic energy function ( )yE  is defined by the vector b and the symmetric 
matrix A. The parameter 

T
1=β  is an inverse temperature. Lowering the tempera-

ture concentrates the distribution at the minimum of the energy function.  
    An example of the RGD is the cooperative distribution. The modes of the coopera-
tive distribution are closely spaced along a non-linear continuous manifold.  

Neither distribution can be accurately approximated by a single standard Gaussian. 
Using the RGD, it is possible to represent both discrete and continuous variability in a 
way that a standard Gaussian cannot.  

The sorts of energy function that can be used are only those where the matrix A 
has the property: 
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where N is the dimensionality of y. This property blocks the directions in which the 
energy diverges to negative infinity. 

The cooperative distribution in the case of  N variables is defined by: 
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where ijδ  is the Kronecker delta and i and j represent the identifiers of output neu-

ron.                                
To speed learning up, the matrix A can be simplified [2] to: 
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       The matrix A is used to modify the response to the data based on the relation be-
tween the distances between the outputs.  
We use the projected gradient method, consisting of a gradient step followed by a 
rectification: 
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where the rectification [ ]  is necessary to ensure that the y-values keep to the posi-
tive quadrant. If the step size 

+

τ is chosen correctly, this algorithm can provably be 
shown to converge to a stationary point of the energy function [1]. In practice, this 
stationary point is generally a local minimum. 

The mode of the distribution can be approached by gradient descent on the deriva-
tive of the energy function with respect to y. This is: 

 

( ) ybby
y

y AE
−=−−=

∂
∂

−∝∆ A  

 

 
 
(15) 

which is used as in  Eq.14. 
Now the rectification in Eq.14 is identical to the rectification which Corchado [3] 

used in the Maximum-Likelihood Network. Thus we will use this movement towards 
the mode in the FA version [2] of the Maximum-Likelihood Network before training 
the weights as previously. The net result will be shown to be a network which can 
find the independent factors of a data set but do so in a way which captures some type 
of global ordering in the data set.  

We use the standard Maximum-Likelihood Network but now with a lateral 
connection (which acts after the feed forward but before the feedback).  Thus we 

ave:  h 
 
Feedforward:                          ixWy

1j
jiji ∀=∑

=

N

,  
 
(16)  

 
Lateral Activation Passing:    
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Weight change: 
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Where the parameter τ represents the strength of the lateral connections.  
The final network has been called Cooperative Maximum Likelihood Hebbian Learn-
ing (CMLHL). 

4    Training Data Set 

In this study we have analysed a multinational group, leader in the design and 
production of a great variety of components for the automotive industry. The 
justification of this choice lies in the fact that the characteristics of its management 
represent a favourable environment and opportune moment for the introduction of 
Knowledge Management. It is an undergoing organizational change and faces great 
growth and expansion, which requires a rapid adaptation to the demands of the sector, 
with greater resources, imminent transfers and accurate forecasting of knowledge, 
together with the immediate demand to capitalise on them, to share and use them 
within the firm.   

Knowledge was categorized in eleven classes corresponding to three Corporate 
Addresses. "Address A" includes the classes of New Business, Purchases and Com-
mercial. "Address B" includes, Projects management, better Industrial Practices, Pro-
tection of the Design and the Technology and Finances. "Address C" picks up the 
classes of Human Resources, Quality, Organization and Information Systems. 

The design of the preliminary theoretical model of Knowledge Management is 
shown if Fig.1 and is based on three components: the Organisation -Strategy and 
People-, Processes -Acquisition, Transfer and Updating of  Knowledge- and Tech-
nology –Technological Aids-, from which the propositions of the model are defined. 
The population sample used came to 277 registries (individuals) that correspond with 
the "necessities of knowledge" showed by the head of eleven departments of the 
company studied. This knowledge gathers different stages (knowledge levels) that 
depict the current situation of each department for the tasks or activities assigned to 
each department to be successfully accomplished. Also, it has been possible to obtain 
valuable data on the degree of importance for the company of the gathered knowl-
edge. This way, it is possible to identify the lack of the knowledge that it is necessary 
to perform the activity, so as to make the right decision on its acquisition in terms of 
how it is acquired, or what is the cost or time needed. In the same way, it is possible 
to specify the knowledge possessedwhich is not comprehensively employed, either 
because the person does not use it in its entirety, or because it has additional value 
and potential use, also, for other departments.  

Furthermore, it is possible to include the analysis corresponding to the necessary 
evolution of the present knowledge to detect new knowledge, to eliminate the obso-
lete knowledge and to validate new needs, among others.  



 
 
 
 

 
 

Fig. 1.  shows the theoretical model of Knowledge Management. 
 

5    Results and Discussion 

The results obtained from the application to this date set are shown in Fig. 2.  
 
 
 



 

 
 Figure 2.  CMLHL on the real data. 
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Fig. 2.  shows the result of CMLHL on the data. The projection identifies 9 separated clusters 
(clouds), each of then has been labeled. 
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Figure 3.  A graphical explanation of the Results. 
 
 



     Fig. 3 explains the result shown by Fig.2. In terms of firm type, the position of 
cloud 1C is related with a GOOD SITUATION. The firm is located in this place 
because the level of knowledge required is low and therefore the acquisition of 
knowledge is not a priority and also it would be at a very basic level. Also the fact 
that only one point (point 6 in Fig. 2.) appears underlines the fact that the company 
only has to acquire knowledge only in one specific area.   

In the contrasting case, in the area occupied by the cloud labelled as 3A, there is a 
lot of urgency to acquire knowledge at a wide level. This area is called “CHAOS”.  In 
a similar way, in the area occupied by the clouds 1A and 2A there is a need to acquire 
knowledge urgently at a half and a basic level. It could be that in these cases there is a 
holding of knowledge that can put the company in a CRITICAL SITUATION, since 
it may depend on the concession of new projects, the incorporation of new clients and 
all those parameters that somehow help to generates activity within the firm.   

The area occupied by the points of the cloud 2C outlines the possibility to acquire 
knowledge at a later stage but at a half level. This could mean an IMPROVE 
STRATEGY in the firm, where it needs to improve in what it already possesses.   

However, cloud 3C, represents the situation on that the firm has to acquire the 
knowledge later but at a wide level. This means that the company should think about 
the idea of enlarging and growing, both in terms of new processes and in new prod-
ucts. This is: GROWTH ESTRATEGY. 

The points corresponding to area 1B are related to an ALMOST GOOD area, be-
cause the knowledge is needed urgently and at a basic level. Cloud 2B and 3B iden-
tify an ALARM situation, because there is no urgency and the level needed is half. 

6.   Conclusions and Future Research 

We have reviewed and applied a recent model called CMLHL as a novel and ro-
bust tool to identify critical situations that allow firms to take decisions about acquisi-
tion, transfer and updating processes about knowledge management. 

The obtained results are very interesting in terms of topology preserving point of 
view.  The presented method has classified the data showing an order: starting from a 
situation of urgency of knowledge and a wide level (Cloud 3A. -left down corner) 
and moving progressively to situations of less urgency (right side.- C Clouds) and 
lower level of Knowledge (1 Clouds). So for this company, there is just one activity 
having a GOOD situation (Cloud 1C). 

We have applied some other methods such as PCA or MLHL. CMLHL provides 
more sparse projections than the others [10] and captures some type of global order-
ing in the data set.  

Future research will be based on the study of different distributions and learning 
rules to improve the whole architecture and the embedding of this neural architecture 
inside a hybrid model to build the whole Knowledge Management Model. 
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